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Master equations for the micro-states description of carrier relaxation 
and recombination in quantum dots 

D. Bimberg, M. Grundmann and R Heitz 
Institut für Festkörperphysik, Technische Universität Berlin, 
Hardenbergstr. 36, D-10623 Berlin, Germany 

Abstract. Modeling of time resolved experiments on zero-dimensional quantum dots requires 
a conceptually different approach than for higher dimensional semiconductors. A description via 
master equations for the micro-states is necessary since quantum dots behave as independent 
objects. The impact of finite inter-level relaxation time is included in our model. Description 
via conventional rate equations for population probabilities averaged over the dot ensemble is 
inadequate. Two different time resolved luminescence experiments for quantum dot systems with 
fast and slow inter-level relaxation, respectively, are modeled to provide typical applications of 
our approach. 

The energy relaxation and recombination of charge carriers in three-, two- and one- 
dimensional semiconductors has been investigated to great extent, e.g. Ref [1-3]. Com- 
mon to materials with these dimensionalities (bulk, quantum wells, quantum wires) is, 
that their properties can be adequately described by continuous charge carrier densi- 
ties n and p for electrons and holes, respectively. The probabilities of events in the 
charge carrier gas are essentially dependent on the product of such densities, e.g. np 
for inter-band recombination and n2p or np2 for the Auger effect. 

With the advent of semiconductor quantum dots (QDs) fabricated by self-organized 
growth [4-6] zero-dimensional electronic systems with well controlled properties and 
area densities of 109 to 1011 cm"2 became available. Such QD layers represent systems 
qualitatively different from any higher dimensional semiconductor structure. The 
carriers in individual QDs populate discrete levels and are described by integer numbers. 
The probability of events does not depend on the average carrier density but on the 
condition whether the event partners are simultaneously present in a particular QD. 
Despite this rather obvious fact, up to now only conventional rate equations (CRE) for 
the ensemble averaged level occupations, inspired by the description of bulk material 
or quantum wells, have been used to model carrier dynamics in QD ensembles [7-10]. 
The tremendous experimental interest in the carrier dynamics in quantum dots [7-16] 
is due to the concern about the general usefulness of QDs for high speed operation of 
devices, like lasers or light emitting diodes, because capture and inter-level relaxation 
processes might be slow. 

In this work we will show that CRE fail for the description of QD systems. A 
conceptually fundamentally different model is presented, namely master equations for 
all micro-states (MEM) of the QD. A micro-state of the QD represents one particular 
occupation with carriers; the entirety of all micro-states represents the phase space. 
Such an approach has been used for the description of the Auger process for the spin- 
degenerate ground state of CdS micro-crystals in a glass matrix [17] and spin dynamics 
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Fig 1. Schematic representation of the conventional rate equation model (CRE) and the master 
equation for the micro-states (MEM) for a two-level system. 

of the ground state of (two-dimensional) excitons [18], both involving four micro-states. 
However, to the best of our knowledge, multi-level systems and inter-level relaxation 
have not been described using micro-states. An alternative approach are Monte-Carlo 
simulations [19] which are harder to implement, are much more time consuming and do 
not yield quasi analytical results. Using the MEM approach we will model actual time- 
resolved experiments on two fundament ally different QD systems: Small InAs/GaAs 
pyramids [6, 20] and strain induced quantum dots [10, 21], with fast and slow inter-level 
relaxation time constants, respectively. 

In order to illustrate why CRE models fail in general to describe recombination from 
layers of decoupled QDs we compare the CRE and the MEM models for a simple two- 
level system. We assume two non-degenerate electron-hole pair (eh-pair) levels 11 > 
and |2> which can both decay radiatively with the same time constant rr (Fig. 1). If in 
a dot level |2> is occupied and level |1 > is empty, an inter-level relaxation process can 
occur with a time constant TO. In the CRE model the system is described by population 
probabilities f\ and fi for the levels, respectively, taking values 0 < ß < 1. The rate 
equations (after preparation of an initial non-equilibrium population and switch-off of 
any external excitation) are 

dh=_h+ /2O-/1) 
dt Tr To 

dh=_h_ /2O-/1) 
dt Tr TO 

(1) 

(2) 

The second term in both equations is used to model the inter-level scattering and 
contains a factor 1 - f\ for the available empty states to describe the "Pauli blocking". 
The final state population must be considered for quantum dots, while it is usually 
neglected in CRE models for quantum wells [22, 23]. 

A correct description of the QD ensemble is achieved using all micro-states. In our 
example these are dots with the two levels filled with («1,^2) eh-pairs, i.e. (0,0) for 
empty dots, (1,0) and (0,1) for dots where either the |1 > or the |2> level is filled, and 
(1,1) for completely filled dots. The probabilities to find a dot with a specific micro-state 
in the ensemble shall be given by w>oo, wio, w>oi, and w\\ with WQQ + W\Q + WQ\ + W\\ = 1- 
The master equations for the possible transitions between the micro-states (Fig. 1) are 

(3) 

(4) 

«woo 
dt Tr            Tr 

dww 

dt 
_       W10         »11         Woi 

Tr            Tr            TQ 
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dt 
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dt 

WOl         »11 W0] 

Tr            Tr TO 

-2^11 
Tr 

(5) 

(6) 

The term w>oi /TO describes the inter-level relaxation. We note that "Pauli blocking" is 
not explicitly introduced; implicitly it is included by not considering "overfilled" micro- 
states like (2,0). The issue of how to model finite state population does not arise in the 
MEM scheme. 

The population probabilities f\ and fi used in the conventional rate equation ap- 
proach can be expressed as f\ = wio + wn and fi = w>oi +w>n. The inter-level scattering 
term in the CRE description translates into 

,/2(l -,/i) Qoi +Wn)Qoi +WQQ) 

TO To 

which is obviously unreasonable. The term is quadratic in w>oi and includes, due to the 
ensemble averaging procedure, empty (w>oo) and completely filled (w>n) dots which do 
not contribute to the inter-level scattering process at all. 

For TO = 0 (and complete initial filling, i.e. fi(t = 0) = f\(t = 0) = 1 and 
w\\{t = 0) = 1, respectively) the CRE model yields a non-exponential transient for the 
excited state and a kink at t = rr/«(2) in the transient of the ground state. The decay of 
the excited state occurs too fast in the CRE model for TO < rr and a false value TO « rr 

will be obtained from a fit with CRE. CRE models are in principle inadequate for 
the description of QDs. Their application for the determination of inter-level scattering 
times from time resolved luminescence experiments can lead to wrong results. 

In our theoretical model we use the following assumptions, which are valid for 
strongly confined carriers: The single particle levels n = 1,2,... of the QDs are 
populated with electrons and holes; n = 1 is also referred to as ground state, n = 2 as 
first excited state. The maximum number of carriers on a given level is determined by 
the degeneracy g„ of the level. Electrons and holes recombine radiatively between single 
particle states, i.e. Coulomb correlation is neglected. However, also a representation in 
the exciton picture could be chosen. The transitions are denoted by the electron and hole 
levels involved, e.g. le-lh or 2e-2h. As a consequence, the lifetime of the biexciton (dot 
filled with two electrons and holes in their single particle ground state, XX —> X + 7) 
is given by TXX = TX/2, TX denoting the lifetime of a single eh-pair in the ground state. 
Two-photon processes (XX —> 2j) and Auger recombination are neglected. Throughout 
the paper the low temperature case is treated where excited states are not thermally 
populated. 

The inter-level scattering is described by the time constant TO for one single relaxation 
process between any two non-degenerate levels. Thus the relaxation rate between micro- 
states scales with the number of available initial and final states and becomes larger for 
higher excited states. The transition rate of an eh-pair in an excited state into the empty 
spin-degenerate ground state shall be 2/TO. If spin-conserving relaxation processes 
dominate, as suggested in Ref. [24] at least for moderate magnetic fields, the number 
of available final states would be only one; in this case TO/2 must be interpreted as 
the inter-level scattering time. A more detailed model than presented here including 
detailed spin dynamics, also taking into account dark exciton states [24, 25], can be 
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derived on the basis of our multi-level MEM concept. It will be subject to subsequent 
work and needs additional experimental input on spin scattering rates in QDs. 

First we predict the asymptotic decay constants (at long times after excitation) of QD 
excited state luminescence transients using the MEM model for the case that the ground 
state was initially filled. For TQ =0 the carriers populate always the energetically lowest 
possible states. The asymptotic transient of the first excited state is then governed by 
dots in the (2, 1, • • •) state. This micro-state obviously decays with the time constant 
1/T(2,i) = 1/Tr2 + 2/T/, where rr

2 (rr') denotes the recombination time constant of the 
2-2 (1-1) transition. For finite values of TO, the asymptotic decay constant T^ of the 
first excited state is given by eq. 8 in the MEM model: 

1 1        2     „ ,2 

' oo ' r ' r ' 0 
— T = —r    for   TO < rr',     —    for   TO > T} (8) 
,-7-Z, ,-T-Z. ,-7-1 ~-- 

A finite value of TO has only an impact on the asymptotic transient of the excited 
state for TO > rr (for CRE the lower formula is valid for all values of TO). However, 
for To/Tr « 1 the true asymptotic values are only reached for large delay times; for the 
typical dynamic range lO'-lO4 of time resolved luminescence experiments numerical 
evaluation is needed. 

The level structure of small pyramidal self-organized InAs/GaAs QDs has been 
analyzed [20, 26]. The multi-phonon relaxation mechanisms present in such dots have 
been discussed [27]. Here, we will analyze time resolved experiments where the hole 
ground and excited state become populated. The transitions with ground state electrons 
are labeled le-lh and le-2h. Both hole levels are spin-degenerate, thus 3x3 = 9 micro- 
states have to be included in the MEM. Our model shall contain only four physical 
parameters: the recombination time constants for both transitions T\e-\h and T\e-2h 
(the excited state is affected by a non-radiative recombination channel [27] and is thus 
expected to have the shorter time constant), the inter-level scattering time TO and the 
time constant TC describing the capture of carriers from the barrier into any level of the 
QD. We use Tc/T\e-\h = 0.01 to generate transients with the experimental ly observed 
fast onset [15, 13]. Coulomb scattering is argued to shorten the capture process [12, 13]. 

Since the peaks of the two transitions overlap spectrally [20], at long delay time the 
temporal behavior of the luminescence detected at the energy of the excited state is 
given by that of the ground state. In Fig. 2 the measurement is shown together with 
several fits. In experiments with resonant excitation of the excited state [15], the (initially 
empty) ground state exhibits a rise time of 30 ps, which is a direct measurement of the 
fast inter-level relaxation constant. A fit of the transient for non-resonant excitation using 
TO = 30 ps yields a perfect fit of the transients for the MEM approach (TO/TU-W = 
0.04). We note that the fit is practically identical for any value TO < 100 ps including 
TO = 0 ps. The decay of non-resonantly excited transients is found to be insensitive to 
the inter-level relaxation constant if it is small (as is clear from eq. 8) and thus unsuited 
for its determination. The (2,1) micro-sta te with a filled ground state governs the 
decay of the excited state in the InAs/GaAs pyramids. Using CRE an erroneous value 
of about TO = 240 ps is necessary in order to fit the experimental data for the excited 
state transition. The decay of the excited level in the CRE scheme is too fast for small 
values of TO; a relatively sharp bend occurs in the transient, indicated by the arrow in 
Fig. 2. 
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Fig 2. Experimental transients of the ground (le-lh) and excited state (le-2h) transition in 
InAs/GaAs quantum dots (symbols). Solid lines: Fit with MEM model, other lines (vertically 
shifted): fits with CRE model using different values for TO as given in the figure. For all transients 
T\e-\h = 0.85 ns and T\e-ih = 0.24 ns have been used. The arrow denotes the unrealistic sharp 
bend in CRE transient for small values of TO. 

Time resolved experiments on strain induced dots [21] have been reported in Ref 
[10] (Fig. 3b). The electronic level structure of such dots is well described by a 
two-dimensional harmonic oscillator model, exhibiting K = 5 levels for electrons and 
holes with degeneracies g„ = In, n = 1, • • •, K. Self-organized QDs, grown by a 
Stranski-Krastanov process, with similar five-level structure were reported [8]. The total 
number of states is M = Yln=\ &« = ^0; the number of distinguishable micro-states is 
Hn=i(Sn + 1) = 10395. Each micro-state is unambiguously described by a quintuple 
(«i, n2, «3, «4, «5), 0 < «,• < gi. Radiative transitions are allowed between electrons and 
holes with the same quantum numbers, i.e. le-lh, 2e-2h. In the following we assume 
that the excess carriers have been deposited in the barrier via a short pulse at t = 0. 
The onset of the transients will be modeled with TC = 4 ps as recently determined by 
up-conversion experiments using the same excitation intensity [28]. This onset is faster 
than the time resolution of the streak camera experiment shown in Fig. 3b and our 
simulations do not attempt to fit the onset. The saturation value of intensity from the 
four lines scales like 2:3.4:5.3:7.5 and is not exactly given by the degeneracies which 
would predict 2:4:6:8. We believe that this effect is caused by non-identical radiative 
lifetimes of eh-pairs on the different levels and include this fine-tuning for the quantitative 
fit by using recombination time constants T„e-nh which scale like 1:1.17:1.12:1.06. For 
the 5e-5h transition (not measured) we assume a factor of 1.1. 

For finite TO the different inter-level scattering processes entering the model have 
to be distinguished. We will compare two "trickle down" models: "TDA": scattering 
processes are allowed to all lower levels n —> n - 1, • • •, 1 and "TDN": scattering 
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Fig 3. Transients for five-level quantum dots and master equation model, (a) Comparison 
of theoretical transients for instantaneous relaxation (TO = 0) and TDA and TDN model for 
TO = Tie-u- (b) Experimental data and fit with TDA model for two values of the inter-level 
scattering time, TO/TIC_IA = 1 and 2, T\e-u = 0.75m-. 

processes are restricted to the next lower level n —> n - 1. For TO = 0, the carriers 
are always in the energetically lowest states; thus the number of carriers describes the 
micro-state unambiguously. The number of micro-states is thus reduced to M + 1 =31 
including the empty dot. The transients for this case are shown in Fig. 3a. The essential 
features of the experiments are already reproduced. While excited states are strongly 
populated, the lower levels exhibit a plateau region because they remain completely 
filled due to instantaneous carrier refill. Higher excited states exhibit increasingly faster 
asymptotic decay constants compared with that of the ground state (TU-U)- 

For finite values of TO we consider first the TDA model, where relaxation processes 
into all lower levels are incorporated (Fig. 3a). The transients exhibit a significant 
difference from the case TO = 0 only foTTo/Tu-u > 0.1. The main effects are intensity 
from excited states remaining at larger delay times, an increase of the asymptotic decay 
constants of excited states and that the plateau region does not remain fiat. It exhibits a 
slow decay while upper levels are still significantly filled because the refill rate decreases 
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with decreasing population of all excited states. Using the parameters T\e-\h = 0.75 ns 
and TO = 0.75 ns a very good fit of the experimental data at large times (asymptotic 
slopes of the ground and excited state) is obtained (Fig. 3b). Using TO = 1.5 ns a better 
overall fit mimicking the decrease of plateau intensities is achieved; however, the decay 
of the 2e-2h transition comes out too slow. 

We conclude for slow inter-level relaxation, TO/TU-U ~ 1- Therefore the asymptotic 
decay of the first excited state is governed by (0,1,0,0,0) QDs. 

In the TDN model, considering only relaxation processes to the next lower level, 
the transients exhibit a concave bump (Fig. 3a) not observed in the experiment which 
yields convex transients. Thus the TDN model seems not appropriate, at least not in 
conjunction with initial complete filling of dots. 

In Ref. [10] the experimental data had been fitted with a CRE model and TDN 
scheme; a value TO/TU-U ~ 0.67 was deducted. From our analysis it becomes clear 
that because the inter-level scattering time is large and close to the radiative lifetime, 
the CRE model was able to fit the experimental data with a reasonable value for TO. 

In summary we have applied a novel concept, master equations for the micro-states, 
to the description of time-resolved luminescence experiments on multi-level QDs with 
fast and slow inter-level relaxation. Conventional rate equation models for the ensemble 
averaged population probabilities are incorrect and largely overestimate the inter-level 
relaxation time constant if it is small compared to the recombination time constants. 
More complicated processes than discussed in this work, like Auger recombination, 
two photon processes, spin dynamics, and effects due to finite temperature (thermal 
population of excited states by phonon absorption) can be included. 
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Quantum-dot cellular automata devices and architectures 

Wolfgang Porod 
Department of Electrical Engineering, University of Notre Dame, IN, 46556 

Abstract. We discuss novel nanoelectronic architecture paradigms based on cells composed 
of coupled quantum-dots. Boolean logic functions may be implemented in specific arrays of 
cells representing binary information, the so-called Quantum-Dot Cellular Automata (QCA). In 
addition, we discuss possible realizations of these structures in a variety of semiconductor systems 
(including GaAs/AlGaAs, Si/SiGe, and Si/SiCh), rings of metallic tunnel junctions, and candidates 
for molecular implementations. 

1 Introduction 

Silicon technology has followed Moore's Law remarkably closely for more than three 
decades. However, there are indications now that this progress will slow, or even come 
to a standstill, as technological and fundamental limits are reached [1]. This slow-down of 
silicon ULSI technology may provide an opportunity for alternative device technologies. 
Among the chief technological limitations responsible for this expected slow-down of 
silicon technology are the interconnect problem and power dissipation [2]. However, 
these obstacles for silicon circuitry may present an opportunity for alternative device 
technologies which are designed for the nanometer regime and which are interconnected 
in an appropriate architecture. 

In this paper, we describe our ideas of using nanostructures (more specifically, quan- 
tum dots) which are arranged in locally-interconnected cellular-automata-like arrays. We 
will demonstrate that suitably designed structures, the so-called "Quantum-Dot Cellular 
Automata" (QCA) [3], may be used for computation and signal processing. The funda- 
mental idea for QCA operation is to encode information using the charge configuration 
in a cell, which is more naturally suited to nanostructures. This is an important break 
with the transistor paradigm, where binary information is encoded utilizing voltage- 
controlled current switches. 

2 Quantum-dot cellular automata 

Based upon the emerging technology of quantum-dot fabrication, the Notre Dame Na- 
noDevices Group has developed the QCA scheme for computing with cells of coupled 
quantum dots [3], which will be reviewed below. To our knowledge, this is the first 
concrete proposal to utilize quantum dots for computing. There had been earlier sug- 
gestions that device-device coupling might be utilized in a cellular-automata scheme, 
alas, without an accompanying proposal for a specific implementation [4]. 

2.1   A quantum-dot cell 

The Quantum-Dot Cellular Automata (QCA) scheme is based on cells which contain 
quantum dots [3], as schematically shown in Fig. 1(a). The quantum dots are shown 
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Fig 1. (a) A quantum-dot cell consisting of five dots is occupied by two electrons, (b) The two 
distinct ground-state configurations with their polarizations, (c) Cell-cell coupling characteristics. 

as the open circles which represent the confining electronic potential. In the ideal case, 
each cell is occupied by two electrons, schematically shown as the solid dots, and each 
electron is allowed to tunnel between the individual quantum dots in a cell, but not 
between neighboring cells. 

This quantum-dot cell represents an interesting dynamical system. The two electrons 
experience their mutual Coulombic repulsion, yet they are constrained to occupy the 
quantum dots. If left alone, they will seek, by tunneling between the dots, the con- 
figuration corresponding to the physical ground state of the cell. It is clear that the 
two electrons will tend to occupy different dots because of the Coulomb energy cost 
associated with bringing them together in close proximity on the same dot. It is easy to 
see that the ground state of the system will be an equal superposition of the two basic 
configurations with electrons at opposite corners, as shown in Fig. 1(b). 

2.2 Cell-cell coupling 

The properties of an isolated cell were discussed above. The two polarization states 
of the cell will not be energetically equivalent if other cells are nearby. Here, we 
study the interactions between two cells, each occupied by two electrons. The electrons 
are allowed to tunnel between the dots in the same cell, but not between different 
cells. Coupling between the two cells is provided by the Coulomb interaction between 
electrons in different cells. 

Figure 1 (c) shows how one cell is influenced by the state of its neighbor. The inset 
shows two cells where the polarization of cell 1 (PI) is determined by the polarization 
of its neighbor (P2). Cell polarization P2 is presumed to be fixed at a given value, 
corresponding to a certain arrangement of charges in cell 2, and this charge distribution 
exerts its influence on cell 1, thus determining its polarization PI. The important finding 
here is the strongly non-linear nature of the cell-cell coupling. Cell 1 is almost completely 
polarized even though cell 2 might only be partially polarized. 

2.3 QCA logic 

Based upon the bistable behavior of the cell-cell coupling, the cell polarization can be 
used to encode binary information. We have demonstrated that the physical interactions 
between cells may be used to realize elementary Boolean logic functions [5]. Figure 2 
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Fig 2. Examples of simple QCA arrays for Boolean logic. 

shows examples of simple arrays of cells. In each case, the polarization of the cell 
at the edge of the array is kept fixed; this is the so-called driver cell and it is plotted 
with a thick border. We call it the driver since it determines the state of the whole 
array. Without a polarized driver, the cells in a given array would be unpolarized in 
the absence of a symmetry-breaking influence that would favor one of the basis states 
over the other. Each figure shows the cell polarizations corresponding to the physical 
ground state configuration of the whole array. Fig. 2(a) shows that a line of cells 
allows the propagation of information, thus realizing a binary wire. Note that only 
information but no electric current flows down the line, which results in low power 
dissipation. Information can also flow around corners, as shown in Fig. 2(b), and fan- 
out is possible, shown in Fig. 2(c). Cells which are positioned diagonally from each 
other tend to anti-align. This feature is employed to construct an inverter as shown in 
Fig. 2(d). In each case, electronic motion is confined to within a given cell, but not 
between different cells. Only information, and not charge, is allowed to propagate over 
the whole array. 

These quantum-dot cells are an example of quantum-functional devices. Utilizing 
quantum-mechanical effects for device operation may give rise to new functionality. 
Figure 3 shows the fundamental QCA logical device, a three-input majority gate, from 
which more complex circuits can be built. The central cell, labeled the device cell, 
has three fixed inputs, labeled A, B, and C. The device cell has its lowest energy state 
if it assumes the polarization of the majority of the three input cells. The difference 
between input and outputs cells in this device, and in QCA arrays in general, is simply 
that inputs are fixed and outputs are free to change. The inputs to a particular device 
can come from previous calculations or be directly fed in from array edges. Using 
conventional circuitry, the design of a majority logic gate would be significantly more 
complicated, being composed of some 26 MOS transistors It is possible to "reduce" a 
majority logic gate by fixing one of its three inputs in the 1 or 0 state. In this way, a 
reduced majority logic gate can also serve as a programmable AND/OR gate. The new 
physics of quantum mechanics gives rise to new functionality, which allows a rather 
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compact realization of majority logic. 

2.4    Quantum-dot cellular nonlinear networks 

In addition to employing QCA cells to encode binary information, these cells may also 
be used in an analog mode. Each cell interacts with its neighbors within a certain range, 
thus forming what we call a Quantum-Dot Cellular Nonlinear Network (Q-CNN) [6]. 
This way of viewing coupled cells as a nonlinear dynamical system is similar to Cellular 
Nonlinear (or, Neural) Networks (CNN), which are locally-interconnected structures 
implemented using conventional circuitry [7]. Each cell is described by appropriate state 
variables, and the dynamics of the whole array is given by the dynamical law for each 
cell, which includes the influence exerted by the neighbors on any given cell. 

3   Possible quantum-dot cell implementations 

3.1 Gate-controlled quantum dots 

The fabrication of a QCA cell by split-gate technology is a challenging problem, yet 
appears to be within reach of current lithographic capability [8]. Figure 4 shows a 
possible physical realization which is based on electrostatic confinement provided by a 
top metallic electrode. The key implementation challenges are (i) to gain sufficient gate 
control in order to define quantum dots in the few-electron regime, and (ii) to place 
these dots sufficiently close to each other in order to make coupling possible [9]. Using 
these techniques, it is conceivable that coupled-dot cells may be realized in a variety of 
materials systems, such as III-V compound semiconductors, Si/SiGe heterolayers, and 
Si/SiCh structures. 

3.2 Rings of metallic tunnel junctions 

Single-electron tunneling phenomena may also be observed in metallic tunnel junctions, 
also schematically shown in Fig. 4. The tunnel junctions are represented by the capacitor 
symbols, indicating that they are characterized by their capacitance and tunnel resistance. 
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The metallic droplets themselves are the "wires" between the tunnel junctions. Con- 
sider now that two extra electrons are added to such a cell, as schematically shown. 
This cell exhibits precisely the same two distinct ground state configurations as the 
semiconductor cell discussed above citelt:94. In addition, the cell-cell coupling, which 
is purely capacitive, also shows the same strongly non-linear saturating characteristic. 
The metallic tunnel-junction cell may be used as a building block for more complicated 
structures, in a fashion completely analogous to the semiconductor implementations. 
QCA behavior in such structures has been demonstrated in recent experiments [11]. 

3.3   Possible molecular implementation 

QCA room temperature operation would require molecular-scale implementations of 
the basic cell. In previous work by Fehlner and co-workers, a candidate for such a pro- 
totypical molecular cell has been synthesized and crystallographically characterized [12]. 
As schematically illustrated in Fig. 4 (bottom diagram), these molecular substances with 
the formula M2{(CO)9C03CCO2}4, where M = Mo, Mn, Fe, Co, Cu, consist of square 
arrays of transition metal clusters, each containing three cobalt atoms. Another candi- 
date for QCA implementation are phthalocyanine molecules, also illustrated in Fig. 4 
(top diagram), which have recently been synthesized and characterized [13]. 

4    Conclusion 

We have developed a novel nanoelectronic scheme for computing with coupled quantum 
dots, where information is encoded by the arrangement of single electrons. We have 
shown that such structures, the so-called Quantum-Dot Cellular Automata, may used 
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for binary information processing. In addition, an analog version is also possible, the 
so-called Quantum-Dot Cellular Nonlinear Networks, which exhibit wave phenomena. 
We have discussed possible realizations of these structures in a variety of semiconduc- 
tor systems (including GaAs/AlGaAs, Si/SiGe, and Si/SiCh), rings of metallic tunnel 
junctions, and candidates for molecular implementations. 
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Heterojunctions InAs-GaSb belong to the most interesting objects in the modern semi- 
conductor physics [1]. Due to the partial overlapping of the InAs conduction band with 
the GaSb valence band, a semimetallic electron-hole system is formed at the interface. 
Contrary to ordinary semimetals (Bi), electron and hole systems in these heterostruc- 
tures are spatially separated. That is why the current flow through single heterojunctions 
and multilayer heterostructures is governed by generation-recombination processes at the 
InAs-GaSb interface. 

The aim of the present work is to calculate the interface generation-recombination 
(GR) rate. We considered the three-band Kane model Hamiltonaian [2] within the 
envelope-function approximation to calculate GR rate. We found that the generation- 
recombination processes in semimetallic heterojunctions are very different compared 
to those in ordinary semiconductors, p-n-junctions and other heterojunctions. In par- 
ticular, the creation of electron-hole pairs requires no additional energy and, hence, 
the generation rate must have no activation temperature dependence. An electron of 
InAs reaching the interface can either reflect back or with some probability transmit 
into the valence band of GaSb. Such a transition is equivalent to a recombination of 
elelctron-hole pair. The process when electrons from the valence band of GaSb pene- 
trate into InAs, is equivalent to the generation of an electron-hole pair at the interface. 
So, generation-recombination at the interface does not require the presence of any third 
body (photon, phonon, recombination center, etc.). 

We applied the present theory to describe the conduction processes in heterojunc- 
tions n-InAs-p-GaSb. We found that the current-voltage characteristics of the junction 
n-InAs-p-GaSb have the properties of an Ohmic contact, in agreement with the experi- 
mental results [3]. As the applied voltage U increases, the current-voltage characteristics 
become non-linear and finally saturate for eU > A at the value independent of the tem- 
perature. The results obtained above can also be applied to the InAs-GaSb superlattices. 
If the thickness of superlattice layers is of order of 100 A or more, the superlattice is in a 
semimetallic state and contains alternating layers with high electron and hole concentra- 
tion. It is usually assumed that the superlattice conductivity is provided by formation of 
electron and hole minibands. However, at large superlattice periods miniband conduc- 
tivity will be very small. In this case we may expect that the conductivity in InAs layers 
will be provided by electrons, in GaSb - by holes and the total superlattice conductivity 
will be governed by generation-recombination processes at the interfaces. As a result 
the superlattice conductivity per unit area will be inversely proportional to the number 
of layers. 
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Introduction 

It has been recently shown [1] that Eu2+ 4f65d —> 4f7 photoluminescence (PL) quench- 
ing in CdF2/CaF2:Eu superlattices (SL) grown on Si(lll) [2] is due to the tunneling of 
electrons from 4f55d excited state of Eu2+ to the conduction band of the neighboring 
CdF2 layer. The probability of tunneling for an electron from an Eu2+ ion residing at 
CaF2/CdF2 interface at distance z, through a barrier AE is given by eq. (1): 

Wt 
2AE 

irh 
■exp zo 

n 
SmAE (1) 

where AE ~ 0.3 eV [1] is the thermal ionization energy of the Eu2+ 4f65d excited 
state in CaF2 and z0 ~ 0.2 nm (supposing m = mo). Using eq. (1) one can estimate 
that at a distance zcrit ~ 3.2 nm (10 monolayers (ML) of fluoride) the probability of 
tunneling W* equals the probability of radiative recombination WR ~ 2 x 106 s_1 [3]. 

It is known that hole burning spectroscopy is very usefull for investigating dynamic 
processes in the excited state. However most of such experiments have been carried 
out in bulk crystalls. In this paper we investigate the burning of spectral holes in the 
Eu2+ zero-phonon line in doped SLs, first observed in [4]. Two mechanisms of hole 
burning are considered: the tunneling-assisted and two-step photoionization processes. 
To separate these, both homogeniously and selectively doped SLs are studied. It is 
shown that relative contribution of the two processes depends strongly on the spatial 
distribution of Eu2+ ions in the fluorite layer. 

Experiments and discussion 

For our studies of hole burning three SLs were grown as described in [2]: 

SL #24 [CdF2 60 ML | | CaF2 

SL #60 [CdF2 60 ML |CaF2 10 ML| CaF2 

SL #95 [CdF2 20 ML | | CaF2 

Eu60ML| ]x8 | Si(lll) 
Eu40ML|CaF2 10ML]x8 | Si(lll) 
Eu20ML| ]x8 I Si(lll) 

In structures #24 and #95, CaF2 layers were uniformly doped with Eu2+. In sample #60, 
a spacer of pure CaF2 was introduced at each CaF2/CdF2 interface, so that only central 
part of each CaF2 layer was doped. The concentration of Eu2+ ions was 2 x 1019 cm"3 

(~ 0.1 mol.%). Band energy level diagrams of these SLs are presented in Fig. 1. 
From eq. (1) it is seen that W, becomes considerably less than WR for ions located 

more than 10 ML from the interface. Taking into consideration the high excitation power 
ns laser pulses each carrying 0.1 mJ focused in a spot 1mm in diameter) and the 

large cross-section of the 4f65d —> CaF2 conduction band transition (ere; 10 -19 cm 
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Fig 1.  Energy levels of Eu2+ in CdF2/CaF2:Eu superlattice (a) uniformly doped SLs #24 and 
#95, (b) selectively doped SL #60. 
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Fig 2. PL behavior in SLs #60 and #24 under continuos resonant excitation of the 4f7 —> 41* 5d 
transition with a pulsed laser (A = 413.6 nm) at T = 2 K. The inset represents the same 
dependences with a logarithmic scale. 

if excited with A = 413 nm photons), we suppose that a two-step photoionization 
process takes place with a probability for the second step of Wn ~ 105 s_1. 

Both tunneling to the CdF2 layers and two-step ionization with further thermaliza- 
tion of electrons from the CaF2 conduction band to the CdF2 wells will decrease the 
number of Eu ions in the divalent state. This will result in quenching of Eu2+ PL 
(measured from its vibronic sideband luminescence) under resonant excitation of the 
f-d transition. Fig. 2 shows that under the same excitation conditions the quenching 
effect is considerably stronger in homogeneously doped sample #24 than in the selec- 
tively doped #60. The logarithmic behavior of the quenching for sample #24 (inset 
on Fig. 2) provides convincing evidence for the dominant role of the tunneling-assisted 
photoionization [1]. For sample #60, with no Eu2+ ions residing near the interface, the 
tunneling process is less effective while the rate of two-step photoionization is the same 
as that in sample #24. 

Excitation of the f-d transition was carried out with A = 413 nm laser radiation 
having a spectral width of 0.2 cm"1 (6 GHz) which is considerably less than the zero- 



18 Quantum Wells and Superlattices 

1 

m  before - 
'o 1     after         J^^u ■ 

3 /v*\ - 
m 
>, X ^{^v ,>>~'~^ A\ ^v#60   - 
c -  ^"^         /          \/Vbi /              \/     ^ 
c \ 
-J N,#24 j 
Cu , 
413.2 413.4      413.6      413.8 

Wavelength (nm) 
414.0 

4165d 

-200 -100 0 100 
Frequency (GHz) 

200 

Fig. 3. PL excitation spectra of 4f7 

transition in SLs #24 and #60 before and after 
the hole burning. Laser irradiation is 5 times 
weaker than used for the hole burning. T = 
2K. 

Fig. 4. The shape of spectral holes in the 
excitation spectra in SLs #60, #24, #90 after 
burning for 400 s. 

phonon PL line width of Eu2+ (~ 18 cm"1 in the SLs studied). For this reason the 
PL quenching shown in Fig. 2 results in the burning of a hole in the Eu2+ zero-phonon 
line (Fig. 3). Fig. 3 shows practically the same band shape for both SLs. The positions 
of their maxima demonstrate the coherentness of the SLs to their substrates while their 
relatively small width is evidence for the high degree of structural perfection of the CaF2 

layers [5]. The width of spectral holes varies for different SLs (Fig. 4): from 33 GHz 
in sample #60 to ~ 80 GHz in #95 and greatly exceeds the value of 0.5 GHz obtained 
for persistent hole burning in bulk CaF2:Eu [6]. 

To explain the broadening of the spectral holes, one must take into consideration 
specific features of SLs arising from the presence of the CdF2 layers. Because the 
bottom of conduction band lies at ~ 2.6 eV below the 4f35d level of Eu2+ (Fig. 1), the 
CdF2 layers act as traps for both tunneling electrons and for electrons thermalized after 
a two-step photoionization process. The electron transfer results in the formation of a 
positively charged layer near the interface consisting of trivalent Eu ions and a negative 
charge of quasi-free electrons accumulated in CdF2. 

Narrow line laser radiation excites only those Eu2+ ions whose f-d transition energy 
is exactly equal to that of the photons. However after a fraction of these ions become 
ionized the charge separation occurs near the interface inducing an internal electric field. 
A Stark-shift of the Eu2+ f-d transition energy [7] may result in involvment of initially 
non-resonant Eu ions into the ionization process. To estimate the role of the Stark shift 
it seems reasonable to use the value of internal electric field Eint at the interface. This 
can be obtained after calculating the number of ionized Eu ions obtained by comparing 
the area of the spectral hole with the area of the whole zero-phonon band (Fig. 3). 
Considering the interface area as a plane capacitor we obtain Emt = 106 V/cm. Using 
the value of 5 x 10"13 cm"1 (V/cm)-2 for the quadratic Stark shift of the f—d transition 
energy of the centrosymmetric Eu2+ cubic sites in CaF2 [8], we estimate the shift in 
our SL to be about 0.5 cm"1 (~ 15 GHz). 

This shift allows us to explain 30 GHz wide spectral hole in sample #60 (Fig. 4). 
However, in order to explain the wider spectral hole widths in samples #24 and #95 
(66 GHz and 80 GHz respectively) other processes must be considered. The remarkable 
feature of SLs #24 and #95 is that the ionization of Eu is mainly ascribed to tunneling 
which is known to be considerable in a 20 ML wide layer at each interface. The larger 
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fraction of Eu ions residing in those layers, the shorter will be the time for the PL 
intensity to decrease and come into saturation. Here we assume that there are two 
processes of Eu ionization taking place with different rates: fast tunneling from the 
interface region and two-step photoionization which is noticeably slower. 

Excitation of those Eu2+ ions whose zero-phonon f-d transition is resonant with 
the laser dominates. In addition, some less probable phonon assisted transitions may 
excite Eu ions whose zero-phonon line is not resonant with the laser. In spite of the 
relatively small rate, those transitions may result in some broadening due to additional 
hole burning on the both sides of the main spectral hole, provided we carry out the hole 
burning long enough to saturate the hole burning in the zero- phonon transitions. Then 
the slow phonon-assisted processes may become noticeable. The situation is similar to 
that which occurs for light detection by a photographic plate. 

The fraction of Eu ions located in the vicinity of the interface increases considerably 
in the sequence of SLs #60, #24 and #95 leading to a corresponding reduction in the 
time for saturation of the ionization of the hole in the zero-phonon line. In this same 
sequence, the side band features become more pronounced as can be seen from the 
width of each spectral hole (Fig. 4). 

Conclusions 

It is demonstrated that persistent hole burning in the zero-phonon line of Eu2+ in SLs of 
CaF2:Eu/CdF2 with uniformly doped CaF2 layers is mainly due to tunneling of electrons 
from the 4f35d excited state of Eu2+ to the conduction band of adjacent CdF2 layer. 
However in selectively doped SLs, the two-step photoionization process dominates in 
the formation of spectral holes. Two mechanisms of spectral hole broadening were 
discussed. These are the Stark-shifting of the Eu2+ f-d transition energy induced by 
internal electric field and phonon assisted transitions. 
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provided by Mr. K. Hong. This work was supported by grants from Russian Foundation 
for Basic Research, the Russian Ministry of Science and the U.S. National Science 
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Abstract. Uniaxial compression has been applied to symmetrically grown quantum wells of 
GaAs with Be-modulation-doped barriers of AlGaAs. We demonstrate how the analysis of the 
influence of uniaxial compression on the Shubnikov-de Haas oscillations can unravel details of the 
valence band structure; e.g. the question of whether or not the ground state is doubly degenerate 
or is consisting of two slightly different bands. We find the latter to be the case, and that the carrier 
densities in both of the two bands decrease under the application of the uniaxial compression; 
however, with different pressure coefficients. 

Introduction 

The spin-orbit coupling has important influence on the band structure of III-V semicon- 
ductors. Especially so, when the valence band is concerned. This applies to bulk mate- 
rials as well as to heterostructures. For the latter, in the case of a single heterostructure 
(triangular quantum well) the interface electric field gives rise to a so-called interface 
spin-orbit coupling or Rashba asymmetry [1, 2], which causes a splitting of the mj- 
degeneracy away from k = 0. Contrary to this, in the case of a double heterostructure 
(rectangular quantum well), there is no electric field in the well-provided it has a fiat 
bottom — and the mj-degeneracy remains. The problem with this nice picture is the 
lack of control of the potential shape details in actual samples. The only information 
which is usually accessible concerns the sequence of layers in the heterostructure sam- 
ples. Thus, if there is just one interface, say GaAs/AlGaAs, the potential might coarsely 
be described as 'triangular', and — if there are two interfaces AlGaAs/GaAs/AlGaAs 
— as 'rectangular'. The first search to see the influence of the two potential types 
on the splitting of the mj-degeneracy was made in magnetotransport, e.g.: Shubnikov- 
de Haas oscillations [3]. The feature looked for was a doubling of the frequency of 
B_1 -oscillations in fields strong enough to split the degeneracy expected for a rectan- 
gular well. The result was successful in the sense that a doubling was observed in 
rectangular wells, but not in triangular ones. 

We have previously analysed our measurements of the influence of uniaxial com- 
pression on the Shubnikov-de Haas oscillations observed in rectangular quantum wells 
by looking at the ratio of B_1-frequencies [4, 5]. Our conclusion was — with some 
reservations — that this influence was modest. By the present communication we want 
to present a new analysis, in which we give up the focus on the frequency ratio. By this 
new analysis we demonstrate how uniaxial compression can be used to unravel some 
finer details of the valence band ground state in rectangular quantum wells. Namely 
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that, instead of a doubly degenerate band, it has two closely lying bands which behave 
differently under uniaxial compression. 

1 Samples and measurements 

The wafer was grown by molecular beam epitaxy on a (100) semiinsulating GaAs 
substrate. The grown layer sequence was as follows: 0.5 /im GaAs, 0.2 /im Alo.5Gao.5- 
As, 5 nm Al0.5Gao.5As:Be(2 x 1018cm-3), 25 nm Alo.5Gao.5As, 10 nm GaAs, 25 nm 
Alo.5Gao.5As, 5 nm Al0.5Gao.5As:Be(2 x 1018 cm"3), 0.1 /im Alo.5Gao.5As, and 10 nm 
GaAs:Be(4 x 1018cm~3), i. e.: A 10 nm GaAs layer is surrounded by layers of 
Alo.5Gao.5As, which are doped by Be in 5 nm thick layers placed 25 nm away to 
both sides of the GaAs layer. This fully symmetric layer structure is identical to the 
one reported on in [4], and deviates slightly from the one in [5] which had one of the 
Be-doped layers placed 50 nm away from the GaAs layer. At ambient pressure the 
sample has 3.38 x 1015m-2 holes as determined from Hall measurements. Details of 
the experimental technique have been reported in [6]. The ranges of the experimental 
parameters are: 0-5 T, 0-3.4 kbar compression along (110), 1.45 K. 

2 The Shubnikov-de Haas oscillations and the analysis 

In Fig. 1 we show the Shubnikov-de Haas oscillations of the square resistance Rsq 

with the reciprocal magnetic field as the horizontal variable, and with the uniaxial 
compression as parameter. We are obviously not dealing here with a single oscillation 
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Fig. 1. Shubnikov-de Haas oscillations versus 
inverse magnetic field with the uniaxial (110) 
compression as parameter. 
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Fig. 2. SdH frequencies for the two bands 
versus uniaxial (110) compression. The 
straight lines present least-squares fits: 
So = 7.12-0.49P and Si = 6.86-0.10P, 
where S is in tesla and P in kbar. 
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frequency. In the transition region from 0.4 to 0.5 T_1 the oscillation pattern shifts 
to a higher frequency in the high-field range. In our previous analysis we found that 
the frequency ratio was close to 2, and was only modestly influenced by the uniaxial 
compression [5]. However, a strange feature was observed: The minima in the range 
of low fields are located at field values corresponding to odd filling factors, and these 
change to even at the maximal value of the uniaxial compression. 

Now, having another look at the oscillation patterns, we note that the maxima moves 
differently under the application of the uniaxial compression: The maxima which at 
0 kbar are located at 0.3 and 0.4 T_1 move closer to each other, while those at 0.25 and 
0.3 T_1 move apart. With this observation as a guideline we then analysed the oscil- 
lations, assuming that they arise from two bands, each of which having a characteristic 
pressure dependence. The result is displayed in Fig. 2, where we show the Shubnikov- 
de Haas frequencies of the two bands as function of the uniaxial compression. As would 
be expected, the two frequencies are rather close to each other; but the dependence on 
pressure reveals a distinct difference. The carrier density calculated from the sum of 
the frequencies corresponds well to the Hall density. 

In Fig. 3 we show the B_1 — positions of the maxima versus pressure, n0 and ni 
indicating the Landau level numbers of the two bands. Positions of minima calculated 
from the Hall densities at zero pressure and at maximum pressure are shown by symbols 
—v—, where v indicates the filling factor. Comparing this figure with Fig. 1 we observe 
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the following features: Starting at the largest fields, the SdH-minimum corresponding to 
v = 3 falls between the maxima no = 1 and ni = 1. The next minimum, v = 4, falls 
between ni = 1 and n0 = 2, and like the v = 3 minimum it is clearly displayed at all 
pressures. The v = 5 falls between n0 = 2 and ni = 2. On increasing pressure, these 
two maxima approach each other and the minimum becomes squeezed between them. 
The v = 6 minimum falls between the closely spaced ni = 2 and n0 = 3 maxima at P 
= 0; however, as P increases, these two maxima go apart, and so the minimum becomes 
more pronounced on increasing P. Contrary to this, the v = 7 minimum at P = 0 falls 
between the maxima n0 = 3 and ni = 3 and does show up; however, as P increases 
this minimum is squeezed between the two maxima, as was the case for v = 5. In this 
way we have reached an understanding of the odd-even problem mentioned above. 

In conclusion, through investigation of SdH effect in symmetrically grown quantum 
wells under uniaxial compression we have demonstrated that the ground heavy hole 
state, instead of being doubly degenerate, consists of two slightly splitted bands. 
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Abstract. Lattice thermal conductivity of a quantum well was investigated taking into account 
dispersion of confined acoustic phonon modes. We show that strong modification of phonon 
group velocities due to spatial confinement leads to significant increase in the phonon relaxation 
rates and corresponding drop in the the lattice thermal conductivity (13% of the bulk value for 
10 nm well). Our theoretical results are consistent with the recent experimental investigations of 
the thermal conductivity of a 155 nm wide Si3N4(150 nm)/Si(155 nm)/SiC>2(300 nm) quantum 
well conducted in our group. 

1 Introduction 

Thermal properties of semiconductor nanostructures and superlattices have recently at- 
tracted a lot of attention. To a large degree, this is due to a rebirth of the field of 
thermoelectric materials which was brought about by the emergence of large numbers 
of new artificially synthesized materials, including those structured on an atomic scale 
[1]. Recent reports that predicted strong enhancement of the figure of merit [2-3] ZT for 
semiconductor superlattices and quantum wells treated rigorously only electronic contri- 
bution, Ke, to the thermal conductivity while ignoring the effects of spatial confinement 
on lattice contribution K/. In this report, we address the issue of how spatial confine- 
ment of acoustic phonon modes directly modifies the lattice thermal conductivity in 
a free-standing quantum well. 

2 Theory 

It is well known that the normal three-phonon scattering processes in which the to- 
tal momentum is conserved cannot by themselves lead to a finite thermal resistance 
[4]. Only processes which do not conserve crystal momentum contribute to the lattice 
thermal resistance. Such processes are boundary scattering, impurity scattering, and 
three-phonon Umklapp scattering process in which the sum of phonon wave vectors is 
not conserved but changes by a reciprocal-lattice vector. Due to this reason, we will be 
primarily interested in examining the effects produced by phonon confinement on the 
above mentioned resistive processes. The electronic contribution, ne, is assumed to be 
small in undoped fully depleted semiconductor structures. In order to calculate «/, we 
use Callaway's expression for the thermal conductivity under the assumption that the 
resistive processes are dominant. Limiting our consideration to the above mentioned 
major contributions to the resistive processes, we can write the following relation for 
the relaxation rate 
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where TU, TB, and 77 are the relaxation times due to the Umklapp processes (all al- 
lowed channels), boundary scattering, and impurity scattering, respectively. We find the 
relaxation rate of the U-process for a thermal mode from the first-order perturbation 
theory. The derivation is somewhat complex and is reported elsewhere. The impurity 
scattering mechanism, which is affected by spatial confinement the most through the 
group velocity, is so-called isotope scattering arising from the presence of atoms with 
different mass. The relaxation time for this type of impurity scattering can be written 
as 

1 

T/ 

VQU
4 

47TV| 
J2.m-(M,/M)}2 

(2) 

where VQ is the volume per atom, Mt is the mass of an atom, ß is the fractional content 
of atoms with mass M-t which is different from M. The relaxation time for the boundary 
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Fig 1. Group velocity as a function of the in-plane wave vector for the dilatational modes in a 
10 nm wide Si quantum well. The dashed lines show the group velocity for bulk longitudinal 
acoustic phonon modes. 

scattering can be evaluated from the semi-empirical relation \/TB = vg/W, where W is 
some characteristic thickness of a bulk semiconductor or the width of a quantum well. 
In order to evaluate relaxation times, we should use the actual dispersion relations and 
group velocities vg = vg(to(q)) for phonons in a quantum well, where q is the wave 
vector. The modification of wave vector selection and frequency conservation rules due 
to the spatial confinement should also be taken into account. 

We find confined phonon modes from the elastic continuum approximation [5]. 
The normal components of the stress tensor on the free-standing quantum well must 
vanish. These boundary conditions, substituted instead of periodic boundary conditions 
of the bulk material, bring about a significant change to the phonon dispersion and 
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group velocities. One should note here that a significant modification of phonon modes 
can be attained not only in a free-standing quantum well but also in a quantum well 
embedded in rigid material (Si3N4 for example) or in a heterostructure with relatively 
large difference of lattice constants. There are three different types of confined acoustic 
modes characterized by their distinctive symmetries: shear (S) waves, dilatational (D) 
waves, and flexural (F) waves, as compared to two types of the bulk modes: transverse 
(T) and longitudinal (L). The group velocities for the S and D modes in a 100 Ä wide 
Si quantum well are shown on Fig. 1. It is easy to see that there are more dispersion 
and velocity branches for each polarization type as compared to the bulk, and group 
velocities of all branches decrease. The higher the mode number the smaller the group 
velocity. Since TJ OC VQ, even a small decrease in the group velocity leads to a giant 
increase in phonon relaxation rates. The change of polarization types and the to = to(q) 
dependence brings also modifications of the energy and momentum conservation laws. 
It is known that for isotropic semiconductor only two general types of processes are 
allowed: T+Tf>L,orL|Tf>L. This restriction follows from the requirement 
that (i) all three interacting modes cannot belong to the same polarization branch, and 
(ii) the resultant mode should be above two initial (interacting) modes. It turns out 
that for confined acoustic phonons, the D mode is almost always above the S mode 
corresponding to the same branch n, and the processes D„ + S„ o D„ and S„ + S„ o D„ 
are allowed and can be treated by analogy with the bulk processes. 
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Fig 2. Lattice thermal conductivity as a function of temperature for bulk material (dashed) and 
the quantum well (solid). 

3   Results and Discussion 

We evaluate phonon scattering rates for a bulk Si 10 /im thick slab and Si 10 nm and 
155 nm wide quantum wells.   The material parameters used in simulation were the 
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following: a = 5.45 A, p = 2.42 x 103 kg/m3, M = 46.6 x 1(T27 kg, na « 7.3, 7 = 
0.56, and 9 = 625 K. Numerical results show that the overall scattering rate increases in 
a quantum well. This increase is a direct result of the modification of phonon dispersion 
due to spatial confinement of the phonon modes. The later leads to the reduction of 
the group velocity which strongly increases the impurity and Umklapp scattering. In 
Fig. 2 we show the lattice thermal conductivity as a function of the temperature for the 
quantum well and the bulk material. In order to illustrate the contribution of different 
scattering mechanisms to the thermal resistivity, the conductivities limited only by the 
Umklapp scattering and by the Umklapp and impurity scattering are also shown. The 
overall thermal conductivity of a quantum well at 300 K is about 13% of the bulk Si. The 
calculated value and temperature dependence of the thermal conductivity are consistent 
with the results of the experimental investigation recently reported by some of us [6]. 
The measurements were conducted with a suspended microstructure which served as a 
thermal bridge. These measurements have shown that the lateral thermal conductivity 
of a S13N4 (150 nm) / monocrystalline Si(155 nm) / SiCh (300 nm) structure was about 
1.5% of the conductivity of the bulk Si and was almost a constant in the temperature 
range from T = 293 K to T = 413 K. Although our model assumed a free-standing 
quantum well, the results can be extended to quantum wells with rigid boundaries by 
appropriate modification of the boundary conditions. Our model applied to a 155 nm 
wide Si well gives ki = 66.7 W/m K. For comparison, experimentally measured thermal 
conductivity of bulk Si is 148 W/m K. This is a significant drop although much less then 
that observed in the experiment. The temperature dependence of the calculated k is 
very close to the measured one. The discrepancy in the absolute value maybe due 
to (i) underestimated in our model boundary scattering, (ii) presence of other defect 
scattering processes [7], or (iii) crystal anisotropy strain effects and related phonon 
focusing. 

This work was supported by the DoD MURI-ONR program on Thermoelectrics and 
DoD MURI-ARO program on Low Power Electronics. 
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Abstract. Photoluminescence spectra of type-II ZnSe/BeTe superlattices were studied. A linear 
polarised photoluminescence has been found in the spectral range of spatially indirect exciton 
transitions. This observation is interpreted in a model of optical anisotropy of heterostructures 
with no common atom at interfaces. 

A number of publications have appeared recently devoted to studies of an optical 
anisotropy of heterostructures with no common atom at interfaces. This effect is at- 
tributed to the low local symmetry of the single interface between two different zinc- 
blend type materials. The interface has the C2V symmetry instead of the D2<j in the bulk 
that allows to observe an optical anisotropy in the structure plane [1]. Microscopically 
the anisotropy can be treated in the terms of a heavy-light hole states mixing on the 
interface [2]. In a perfect quantum well the contribution from both QW interfaces to 
the anisotropy compensate each other and no resulting anisotropy can be found. One 
of the way to observe this anisotropy is to create non equal interfaces in quantum wells. 
This effect can be realised in heterostructures with no common atom at the interfaces, 
e.g. ZnSe/BeTe. 

In present paper we use a type-II superlattices ZnSe/BeTe to study the in-plane 
anisotropy. An exciton photoluminescence (PL) of indirect transition between an elec- 
tron from ZnSe and a hole from BeTe has been investigated. 

The samples were grown by MBE on (100)-oriented GaAs substrates. During a 
growth the type of interfaces was controlled. Three type of ZnSe/BeTe (50/100 A) x 20 
periods samples were grown with BeSe... BeSe, ZnTe... ZnTe or BeSe... ZnTe interfaces. 

PL measurements were performed in a temperature range 6-70 K. Photolumines- 
cence was excited by 4416 A He:Cd laser that is close to a direct exciton in ZnSe [3]. 
A linearly polarised excitation along [110], [110] and [100] and a circulary polarised 
excitation were used. 

We have found that independently of the polarisation of the excited light the resulting 
photoluminescence was polarised along [110] direction (see Fig. 1). The degree of 
this polarisation was determined by the type of the interface. For the structures with 
nominally equal interfaces ZnTe... ZnTe the degree of polarisation was found to be of 
30% and for BeSe...BeSe of 15% or even less. For the structures with non equal 
interfaces (BeSe... ZnTe) it was about 80%. 

For spatially indirect excitons the hole wave function is strongly localised at the 
interface. This leads to increasing of a heavy-light holes mixing in comparison with 
type-I heterostructures. 
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A small value of the linear polarisation in the structures with nominally equal inter- 
faces could be related with a different quality of the direct and indirect interfaces. This 
non-equality is due to the large difference of the chemical activity of Be to Zn and Se 
to Te. This leads also to the decreasing of the quality of the (ZnTe) as well as (BeSe) 
interfaces on the BeTe layer. At the same time on the ZnSe layer both interfaces can 
be grown of high quality. 

A temperature dependence shows a fast suppression of the PL signal and a conser- 
vation of the polarisation. 

2500 

2000 

■e 

J? 
ö 
3 
c 

1500 

&  1000 

500 

[110].    sample Excitation (100) 
Registration 

  [110] 
----   [110] 

[100] 
[100] 

6000 6200 6400 
Wavelength (Ä) 

6600 6800 

Fig 1. PL spectrum of ZnSe/BeTe superlattice with non-equal interfaces ZnTe... BeSe measured 
at T = 6 K. 
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Effect of lateral boundary conditions on electron states in 
tunnel-coupled quantum wells 
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Abstract. The electron transport in tunnel-coupled, double-layer nanostructures of a finite 
size is studied theoretically. The boundary conditions for matrix distribution function of the 
electrons near edges and contacts are derived. The quantum size effects, associated with the 
tunnel coherence length, are demonstrated for several kinds of planar, laterally-restricted double- 
layer systems. 

Introduction 

The fabrication of nanostructures based upon two-dimensional (2D) electron layers 
assumes lateral restriction of 2D electron gas as well as creation of contacts to it. Thus, 
two types of boundaries, the edges and the contacts, are present in a finite-size 2D 
system. An investigation of electrical properties of such a system requires a knowledge 
of boundary conditions for both kinds of boundaries and applications of the boundary 
conditions to description of the distribution function of the electrons. 

In this paper we derive the boundary conditions for double-layer 2D electron systems 
[1]. A considerable experimental and theoretical interest to these systems is concerned 
with manifestations of an extra degree of freedom due to the tunnel coupling of electron 
states. Mathematically, it means that the Hamiltonian of the system is represented by 
2x2 matrix in the left (/) and right (r) layer basis. As a consequence, the distribution 
function of the electrons is also a 2 x 2 matrix, and the boundary conditions for this func- 
tion should be of a matrix form. Below we obtain the boundary conditions for columnar 
wave functions at contacts and edges. Then, we derive the boundary conditions for the 
matrix Wigner distribution function. Finally, we apply these boundary conditions to 
calculations of the electric current along a narrow strip [2] formed from a double-layer 
2D system and across narrow double-layer regions formed by independently contacted 
2D layers [3]. 

1   Wave functions of finite-size double-layer systems 

Consider a double-layer system confined in y direction. The free-particle Hamiltonian 
of the system is written as 

ft2 c)2       D2 

2m dy2      2m 

Here px is the electron momentum along OX, and h = (A/2)<jz + Tax is the potential 
energy matrix expressed through the Pauli matrices <r,-, A is the splitting energy in the 
absence of tunnel coupling, and T is the tunneling matrix element. The two-component 
wave function of the Hamiltonian (1) is given by 

tf (y) = Q+ [Axe
iKy + A2e-ik+y} + £_ [Bieik-y + B2e-'k-y]. (2) 
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Here Q± are the columns determined by parameters A and T, and k± = [2m (e =F 
\/A2 + (2T)2 is the splitting energy of the tunnel-coupled 

and antisymmetrized Q- electronic 
Ar/2) - p2]/h2 (AT 

states). The columns Q± describe symmetrized Q^ 
states, and *(y) contains a linear combination of these two states. 

The coefficients A\, A2, B\, and B2 are to be found from boundary conditions. For 
a boundary at y = yo they are given by the matrix boundary condition of third kind: 

8_ 
dy 

V *M o. (3) 

Here V is a diagonal matrix: V = qjPi + qrPr, where Pi = (1 + <jz)/2 and Pr = 
(1 - az)/2 are the projection matrices. The complex constants qi and qr, characterizing 
the boundary, depend on the electron momentum. They are different from each other, 
because the boundary potentials for different layers are different. An explicit expression 
of qitr for a model of hard-wall edge potentials is presented in [2]. According to Eq.(3), 
the total microscopic current through the boundary is equal to (ih/2m)ii'+ (yo)(V - 
P+)*(yo). Therefore, if the boundary is an edge (no current through it), both qi and 
qr are real. If the boundary is a contact, qi and/or qr contain imaginary parts proportional 
to the microscopic currents injected in proper layer. In practice, the contact can be made 
independently to / or r layer. If only / (or r) layer is contacted, we have Im qr = 0 (or 
Im qi = 0). Different kinds of structures can be realized experimentally by means of 
independent contacting [1,4]; two of them are shown in Fig. 1 (see also [3]). 

2    Boundary conditions for Wigner distribution function 

The density matrix of electrons obeys the quantum kinetic equation dp/dt+(i/h)[H,p)=0, 
where H is the Hamiltonian of the system. If one uses the two-coordinate representation 
of the density matrix, p = pPx(yi,y2), the boundary conditions for it directly follow 
from Eq.(3), provided that the motion of electrons across the edge or contact area is 
nearly ballistic: 

_d_ 
dy] 

ppI(yuy2) + f>ppx(yi,y2) 

Q-PPI (yhyi) + PPX iy\, yi)V^ 

0, 

0. (4) 

For a finite-size system whose width is large in comparison with the quantum length 
(i.e. with the wavelength of an electron at the Fermi level), it is more convenient 
to introduce Wigner representation of the density matrix. Then, the quantum kinetic 
equation reduces to a quasi-classical kinetic equation for Wigner distribution function 
fPxPr(y), provided that this function changes on the lengths larger then the quantum 
length. Such conditions are realized in a double-layer system when the splitting energy 
Ar is small in comparison with the Fermi energy eF. Assuming this, we derive the 
boundary condition for fPxPy(y): 

(iPy + KP)fPlPy{y0)(-ipy + hT+) = {-ipy + hV)fPl-Pv(yo)(ipy + HV+),       (5) 

where pv ~ hk+ ~ Kk- is the absolute value of the electron momentum along 07. 
For a non-contacted boundary (edge), the diagonal part fPtPv(y)Pi + FPxPv(y)Pr of the 
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distribution function obeys the boundary conditions fp[
r

Pv(j>o) = /p[
r-Pr(yo), which mean 

that both /-layer and r-layer currents through the edge are absent. 

3   Some results and discussion 

The boundary condition (5) can be applied to various problems of electron transport 
in double-layer nanostructures. To demonstrate the effect of the edges, we consider a 
symmetric, finite-width (-L/2 < y < L/2), infinitely long (—oo < x < oo ) double- 
layer strip. If a weak electric field E is directed along the strip, the linearized kinetic 
equation for nonequilibrium part SfPxPy (y) of the distribution function is 

Pil/LP,(y) + { [ft, S.LPM _ - eE^-ö (e, - (p2
x + pl)/2m) 

= -[(l+fiaz),SfPxPr{y)]+/2r, (6) 

where the collision integral is expressed through the averaged scattering time r and 
scattering asymmetry parameter /x, and [...]± denote the commutator (-) and anti- 
commutator (+). A solution of Eq.(6) together with the boundary condition (5) allows 
to find the resistivity of the system. The edge effects dramatically modify the resistivity 
of the strip in comparison with the resistivity of a double-layer plane [5], provided that 
the scattering in is non-symmetric (/i ^ 0), and qi ^ qr. The most important qualita- 
tive modifications, as they seen from Fig. 2, are: the overall suppression and asymmetry 
of the resistance resonance peak [5], and the oscillations of the resistivity upon the 
background of the peak. These phenomena can be considered as manifestations of the 
quantum size effect, which occurs in double-layer strips at L ~ LT = hvF/2T (vF is 
the Fermi velocity). The quantum size effect is suppressed when L exceeds the mean 
free path length VFT, and the resistance resonance peak becomes the same as for the 
double-layer plane. 

To demonstrate the role of contacts, we consider the independently contacted double- 
layer systems shown in Fig. 1 (the layers are assumed to be infinite along OX). A solution 
of the kinetic equation together with the boundary conditions (5) with complex qi and qr 

allows to find the conductance associated with the double-layer region. The conductance 
for both the systems has oscillations as a function of A, their period is determined by 
öAT = 2irhvF/L. These oscillations are of the same origin as those shown in Fig. 2, 
and they are suppressed at L > VFT. 

1                  1                  1 
1 _ 

L/2 
_ 

-L/2 y -L/2 y L/2 

Fig 1. Two kinds of double-layer structures realized by independent contacting. 

In conclusion, we have derived the matrix boundary conditions for Wigner distribu- 
tion function of electrons in tunnel-coupled 2D layers, and demonstrated the quantum 
size effects occurring in double-layer nanostructures whose dimensions are comparable 
with tunnel coherence length LT = hvF/2T. This length (LT ~ 100 nm for typical 
parameters 27 ~1 meV and eF ~ 10 meV) is large in comparison with the quantum 
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Fig 2. The shape of the resistance resonance for several values CX2TL/KVF (the values are shown 
near proper graphs) calculated in conditions (2TT/H)

2
 » /i2 and VFT » L, at ß = 0.8. The 

dashed line shows the same for an infinite double-layer plane. The inset shows the model of the 
boundaries used to estimate qi and qr (in the calculation we assumed that the Fermi momentum 
is equal to 4H/SL). 

wavelengths of the electrons on the Fermi level. The effects could be observed ex- 
perimentally in high-mobility samples at low temperatures, when the electron transport 
across the narrowest dimension is close to ballistic. 
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Introduction 

The saturated drift velocity is a very important parameter of semiconductor crystals. It 
determines frequency limitation of semiconductor devices and consequently the range 
of the most effective application. Silicon carbide polytypes are not exclusion. Up to 
the present such velocities have been determined for two polytypes 4H and 6H SiC 
for direction perpendicular to crystal axis [1]. As it was shown these values were 
equal. But there is anisotropy of electrical properties in silicon carbide polytypes for the 
direction along and perpendicular to the axis. Besides the crystal axis is the axis of the 
natural superlattice (NSL) axis too. As well known the drift velocities in artificial SL 
depend very strong on parameters SL and change from 106 cm/s for relatively wide [2] 
miniband to 104 cm/s for narrow one [3]. Earlier we have shown that NSL creates such 
electron spectrum in silicon carbide polytypes that led to the existence such effects 
as Bloch oscillation, electro-phonon resonances, interminiband tunnelling and others. 
Evidently the saturated drift velocities have to experience an influence of NSL. But 
such data were absent in literature. Briefly some data on this question were given in 
[4]. A technical experimental difficulties did not allow to curry on such experiments. 
Usually used method of the current saturation was not used for geometry when a current 
was parallel to the axis because of unfavourable conditions of the Joule heat removing 
probably. But as far as a lot of devices including power high frequency devices are 
fabricated or will be fabricated for such geometry the determination of saturated drift 
velocities is an important problem both from fundamental and apply point of view. 

Experimental method 

Our method is based on the following idea. When in an experimental structure with 
space charge limited current a drift current regime is realised the drift velocities may be 
obtained. This regime for one dimensional case may be described by two equations: 

d2V/dX2 = p/es (1) 

J=Pv (2) 

where V, X, p, es, J, v the voltage on a specimen, the coordinator along a current, 
the space charge density, the dielectric constant of semiconductor, the current density, 
the drift velocity respectively. By some standard transformations we can show that a 
current-voltage characteristic consist of two regions: the first region where drift velocity 
is changed with changing of an electrical field and the second one where velocity is 
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saturated and is not changed with the field. If we consider the velocity equal to 

v = ^V/w (3) 

then I-V characteristic on the first region will be 

J=2esßV2/wi. (4) 

Here /i, w are the mobility of carries, the length of the specimen respectively. It 
should take into account that in (4) may be a function of the field and then a real I-V 
characteristic will not correspond to (4). 

On the second region where v = const the I-V characteristic will be the following: 

J=2esvsV/w2 (5) 

where vs is the saturated velocity. Thus, when the drift velocity is saturated, we have 
to observe the linear region on I-V characteristic. 

1    Experimental structure 

The original three-terminal N+-p-N+ structure will be used for this investigations. The 
structure consists of three regions, according to the transistor terminology base, collector 
and emitter. The middle region or base contains the silicon carbide polytype intended 
for investigations. It is doped by the deep acceptor impurity scandium for obtaining of 
the minimal free hole concentration about 1010cm"3 for 300 K. The base is located 
between two n-regions, collector and emitter. The collector and emitter p-n junctions 
are the same, but they differ from the usual ones. 

The forward biased junction is able to be opened only by a direct bias or by pulses 
with duration TP > 10"2 sec. Naturally for lowering of the potential barrier, it is 
necessary to deionize the deep acceptor impurity in the space charge region. The 
characteristic time of this process is more than 10"2 sec at a hole concentration about 
1010cm"3. But when the potential barrier is lowered, injection, which is an uninertial 
process, can be accomplished by pulses with TP <C 10"2 sec. 

There is the following situation in the reversal biased junction. At the reversal direct 
bias, the field in p-region is screened by ionised acceptor impurities with Na — Nj ~ 
1017 cm"3. For voltage about several tens of volts, the length of screening is less than 
10"4 cm and the field in the p-region is nonuniform. However the screening length is 
larger than 10"1 cm in accordance with the hole concentration of about p < 1010 cm"3 

at the reversal pulse bias with duration TP <C T,-. Here r,- is the time of ionisation for 
the acceptor impurity. Therefore, the width of the p-region of about (5-10) x 10"4 cm 
allows to obtain a practically uniform electric field. The field has to be directed parallel 
to the superlattice axis. 

The working principle of the structure is the following: the collector junction is 
reversal biased by the pulse voltage with TP ~ 10"7 sec. The emitter junction is forward 
biased by direct voltage which causes injection into the base. The electric scheme is 
analogous the transistor with common emitter. The pulse field spreading through the 
base reaches the open emitter junction and causes injection into the base. The injected 
current increases with the pulse voltage, but it is able to be limited by the decrease of 
the bias between emitter and base. 
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Fig 1. (a) I-V characteristic of the 4H-SiC tree terminal structure, (b) I-V characteristic of the 
6H-SiC tree terminal structure. 
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Fig 2. (a) I-V characteristic of the 8H-SiC tree terminal structure, (b) I-V characteristic of the 
21R-SiC tree terminal structure. 

Thus, there is the uniform electric field in the p-region and current intensity is 
controlled independently on the field in the base region. It is highly important that this 
experimental method allows to conduct measurements with the electron current only 
without the current associated with the holes. 

2    Experimental results and discussion 

The electronic transport in the experimental structure used for the measurements is de- 
termined by the transit time mechanism. It is known that the current-field characteristic 
inherent for the transit-time conduction mechanism includes the linear region associated 
with the space charge limited current. This region is observed when the concentration 
of the carriers injected is as large as an ionised impurity concentration in the base. In 
a usual situation such a condition is met at a very large current density and a strong 
electric field when the carriers drift velocity reaches its saturation value. 

The feature of the experimental structure used for the study is an ionised impurity 
concentration so low that the space charge limitation of the current takes place at low 
current density when the electric field is insufficient for the carriers velocity saturation. 

In this paper we present the data of I-V characteristics investigation for the polytypes 
4H, 6H, 8H and 21R SiC. The current-field characteristic of the experimental structure 
may include the following regions connected with the space charge limitation of the 
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current injected: the region with j ~ V2 (4) and the region with j ~ V associated 
with electronic velocity saturation (5). These regions are identified in the experimental 
I-V characteristics clearly (Figs. 1-2). The values of high-field mobility obtained by 
the processing of the characteristic region with j ~ V2 were found to be 3.1 cm2/Vs, 
4.5 cm2/Vs and 6.4 cm2/Vs for polytypes 8H, 6H and 4H respectively. 

From the analysis of linear region of I-V characteristics the values of saturated 
electron drift velocities for 4H-, 6H-, 8H- and 21R-SiC were obtained which are ap- 
proximately equal to 3.3 x 106, 2 x 106, 106 and 4.4 x 103 cm/sec correspondingly. 
The low values of velocities, which are significantly smaller than the well known value 
vs = 2 x 107 cm/sec for F_LC [1] are of special interest. But these values qualitatively 
correspond to the anological results for artificial SL's. Both for these SL and for the 
NSL of SiC polytypes the saturated drift velocity drops with decreasing of the miniband 
width. 

Thus, the presented results are the new evidence of minizone structure of electron 
spectrum in SiC polytypes and the new basis of data for a device project. The partial 
financial support of Russian Foundation of Fundamental Research project 97-02-18295 
and Russian Science Program "Physics of Solid State Nanostructures" project 97-1038 
is gratefully acknowledged. 
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Activationless electron and hole recombination rate in semimetallic 
single and double quantum wells 

M. Singh 

In recent years, a tremendous amount of experimental and theoretical investigation has 
been done on intraband and interband transition diodes such as InAs/GaSb/InAs due to 
the possible device applications of these structures in optoelectronic devices of the future 
[1]. In this paper, we propose a theory for the electron-hole recombination and genera- 
tion processes in these transition diodes in which a third particle is not involved. This 
type of recombination can occur in semimetallic quantum wells and heterostructures 
made from InAs and GaSb. The conduction band of an InAs semiconductor lies beneath 
the valence band of a GaSb semiconductor, and the separation between the conduction 
band and valence band is approximately 150 meV. This negative, or crossed-gap config- 
uration of these quantum wells leads to a charge transfer between the semiconductor 
InAs and semiconductor GaSb generating intrinsic carriers, both electrons and holes, 
on either side of the interface. These quantum wells behave like semimetallic materials 
and they are called semimetallic quantum wells. Due to the overlapping conduction and 
valence band, there are activationless generation and recombination processes which 
do not require an extra excitation particle such as a phonon or photon. Therefore, we 
call these processes acivationless recombination processes. As we know that in direct 
semiconductors, an electron and a hole recombine via emitting a photon. This process 
is called direct recombination. But in case of indirect semiconductors, the conservation 
of the momentum cannot be satisfied in the electron-hole recombination. Generally 
in these semiconductors, electrons and holes recombine through recombination centers 
because they can take up any momentum difference between the electrons and holes. 
In this recombination process, the energy of the electron is usually lost to phonons. This 
process is called indirect recombination process. We have developed a theory for the 
conductance due the generation and recombination processes in semimetallic n-type and 
p-type single quantum wells (SQW) and double quantum wells (DQW). To calculate 
the generation and recombination rates we used an 8 x 8k p matrix Hamiltonian. In this 
model, the effect of nonparabolicity and anisotropy are included. Using the transfered 
matrix method we have derived the expression of the tunneling coefficient and from the 
tunneling coefficient, the activationless recombination rate is obtained. Numerical cal- 
culations are performed for n- and p-type single and double quantum wells made from 
InAs and GaSb. We have considered the symmetric and asymmetric double quantum 
wells. We found that when we introduce the asymmetry due to different quantum well 
thicknesses or an external potential, the recombination rate decreases due to scattering 
for both n-type and p- type quantum wells. We also found that as the energies of the 
electrons and holes increase the recombination rates also increase for both types of 
SQWs. 
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The first report on the optical properties of metallic quantum wells (MQWs) in the IR- 
region appeared in 1991 [1]. The quantum sized effects (QSEs) in MQWs are usually 
studied in 0.1-4 nm thickness range due to small wavelength for electrons on Fermi 
surface for almost all metals. In this report the room temperature measurements on the 
IR (9.201 /im) linear p-polarized reflectivity (Rp) of Al-QWs deposited on SiC>2 and Si 
substrates are presented for thickness range from 0.5 nm to 112 nm [2]. Two type of 
(Rp) oscillations in depend from Al-layer thickness in two thickness range (0.5-3.4 nm 
and 6-11 nm) are observed. 

All Al-QWs was prepared with the help of RF-sputtering. The crystalline Si and 
amorphous SiC>2 substrates were carefully selected to obtain a surface roughness as 
small as possible and symmetric QWs were made using barrier layers of AI2O3. The 
thickness of barrier layer was 2 nm for all structures. The change of Al thickness from 
sample to sample was made with step of near 1 monolayer. The Al-QWs on Si and 
SiC>2 substrates were prepared simultaneously in just the same technological process. 
Our experimental set-up allow us to make IR reflectance of He-Ne laser radiation on 
9.201 /im wavelength with an accuracy better then 2%. The angle of incidence were 
fixed to 7°. 

The dependence of Rp from Al-thickness d for Al-QWs is presented on Fig. 1, where 
the circles represent the date for SiCh substrates and the diamonds — for Si substrates. 

Let us first consider the Rp(d) for Al-QWs on SiC>2 substrates. For a small film thick- 
ness (d less then 4-5 nm) it appears that Rp decreases slightly and almost monotonously 
with d. Qualitatively, Rp exhibits a parabolic dependence on d in this region, see Fig. 2, 
instead of giving any quantitative correlation with an existing theory. We believe that 
this parabolic decreasing can be due to the kind of substrate and its crystallinity because 
all Al-QWs were prepared on both substrates simultaneously. When the Al-thickness is 
increased beyond « 5 nm, one still observed a slight decrease in the reflectivity before 
it finally passes through a flat minimum located in the region d near 7-8 nm for our 
QW system. For some metallic films grown by sputtering technique there exist a critical 
thickness d* after which the mechanism of film grown is changed. The value of d* 
strongly depends on the substrate physical condition, i.e. its crystallinity, surface clean- 
ness and technological condition during the sputtering process (substrate temperature, 
vacuum condition, metal rate deposition, etc.). For d < d* the metallic layer will be in 
amorphous state while for d > d* a crystalline layer begin to grow on the already amor- 
phous layer giving as a result that the packing distance of the Al changes due to possible 
crystallites formation starting from this (d*) thickness value. Although (quantum) os- 
cillation are observed in Rp in the range d ~ 5-8.5 nm and these are stronger than 
the weak oscillation appearing for d approximately less than 5 nm (Fig. 2), the overall 
thickness dependence of Rp is still rather smooth, but for film thiclness in the range 
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d ~ 8.5-11.2 nm pronounced oscillations are observed in the thickness dependence 
of the reflectivity. In this range, the change (A/?p) in the reflectivity can be as much as 
ARp ~ 0.4 when d is increased by just one monolayer. Smearing out the oscillations by 
averaging Rp over a few monolayers, the overall tendency shows a significant increasing 
in Rp with d in the range d ~ 8.5—11.2 nm. At d ~ 11.2 nm the reflectivity is still 
far from the bulk value (Äbuik ~ 0.98) for Al, and we expect that a thickness of at 
least d ~ 15-20 nm is needed before one would be able to characterize an Al film 
by its macroscopic (complex) refraction index. Though the physical nature why this 
oscillations appear is not clear by the moment, it is necessary to notice that for some 
metal films such as Al, Cu, Pb, In and other the existence of the critical thickness d* is 
a fact. On another hand, the strong oscillations observed in the thickness dependence 
of the p-polarized reflectivity cannot be explained on the basis of the simple quantum 
well picture even with interband and intrabend transitions in Al-QW taken into account. 
If one consider as a fact that formation of Al-crystalline layer is grown on the surface 
of an amorphous Al-Layer as the film grows and therefore we have a double metallic 
system consisting of a quantum crystalline Al-layer and an <C almost > non-quantum 
amorphous layer, it is likely to think that these are responsible for a strong oscillations 
observed in the thicker films. We confident that the oscillations measured in the thick- 
ness dependence of Rp for Al-QWs on SiCh substrate are due to electronic quantum 
confinement effects. 

For Al-QWs on Si-substrates the measured thickness dependence of the reflectivity, 
to some extent, resembles that of the Al-QWs on SiC>2 substrates. Though the reflectivity 
shows an overall monotonous increasing and Rp does not start with a <C parabolic > 
decrease as it was the case for the Al-QWs on SiCh system, the oscillations are still 
present and more pronounced for the larger thickness. The reason why the reflectivity 
does not set-out with a <C parabolic > decrease is not known at the moment. Although 



QW/SL.09p 

10 20 30 
Cu-thickness (Ä) 

Fig 2. 

we cannot predict the peak positions of such oscillations in Al-QWs on Si neither 
in Al-QWs on SiC>2 cases, it is worth noticing that a experimental correlation exists 
between the peak (or valley) position in both Al-QWs on SiCh and Al-QWs on Si, 
in our experimental measurements, as we can see in Fig. 1. A Fourier analysis of 
the experimental data gives a prominent spatial period of ~ 2.6 nm for range d ~ 
0.5-3.4 nm and 3.4 nm for range d ~ 3.4-11.2 nm. 

The authors (FP.) are grateful to prof V. Yakovlev, prof Yu. E. Lozovik and Dr. L. Kuzik 
and (R.V.) Dr. D. Hotz for their useful discussions. We acknowledge the support 
received from the Institute of Physics in AAU under the PhD program, the Mexican 
ministry of science and technology CONACyT (grant 40880.93.96), Program "Solid 
Nanostructures" (grant 97-10-50) and Russian Foundation for Fundamental Research 
(grant 97-02-17638) which made possible this work. 
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Hot electron birefringence and absorption in tunnel-coupled quantum 
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Abstract. Birefringence and absorption modulation under longitudinal electric field in the tunnel- 
coupled GaAs/AlGaAs quantum wells have been found and investigated in the spectral region 
corresponding to intersubband electron transitions. The observed phenomena are explained by 
electron heating in electric field and electron transfer in real space. The equilibrium absorption 
spectra at different lattice temperatures are analyzed too. 

Introduction 

The radiation corresponding to intersubband transitions in quantum wells (QW) of 
semiconductor heterostructures usually lies in the mid and far infrared region (A > 
5 /im). A lot of devices such as mid and far infrared photodetectors and modulators, 
cascade laser and fountain laser with optic pump [1, 2, 3, 4] are based on intersubband 
transitions of electrons. The physical processes leading to light modulation in simple 
rectangular QW under longitudinal electric field were investigated in [5, 6]. In this 
paper we study absorption and birefringence modulation under electron heating with 
longitudinal electric field in specially designed tunnel-coupled GaAs/AlGaAs quantum 
wells. 

1 Samples 

The investigated structure contained 150 pairs of GaAs/AlAGai_AAs QW, separated by 
the wide barriers (20 nm). The surface concentration of electrons was N$ = 5 x 
10ncm"2. 

The states with the energies e\ = 88 meV and £4 = 316 meV are generated 
by the first (narrow) well and the states £2 = 120 meV and £3 = 235 meV by 
the second (wide) well. The energy interval £3 - £2 was about CCh-laser quantum 
energy (117 meV) and the interval £2 - £1 was less then the optical phonon energy 
(fkoo = 37 meV). These conditions had to ensure electrooptical modulation of CC^-laser 
radiation. 

2 Equilibrium absorption spectra 

The transitions between neighbor levels generated by the same QW give the most 
contribution to intersubband absorption. The optical matrix elements for such transitions 
are the greatest: \M23\2 = 1; \MU\2 = 0.89. For transitions between levels generated by 
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Fig 1. Equilibrium absorption spectra for two temperatures. 
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Fig 2. Absorption coefficient variation for p-polarized light and birefringence modulation versus 
longitudinal electric field. 

0.16; \M: 24 0.0062 (in different QW the optical matrix elements are less: |M]3 

a.u.). 
There are two absorption bands in equilibrium absorption spectra shown in Fig. 1. 

The longwavelength band corresponds to transitions e\ —> £3 and £2 —> £3, and the 
shortwavelength one is related to transitions e\ —> £4 and £2 —> £4. 

3    Electrooptical investigations 

This experiments were carried out with the help of CCh-laser radiation at a lattice 
temperature To = 80 K. The pulse electric field was applied parallel to plane of QW. 
Multipass waveguide geometry of the samples was used for input of radiation. The 
absorption coefficient variation dependence upon longitudinal electric field intensity is 
presented in Fig. 2. Modulation of absorption coefficient a was found only for light of 
/^-polarization and there was no modulation for light of «-polarization. It corresponds 
to selection rules for intersubband transitions. 

Due to these selection rules QW have a strong optical anisotropy: refractive index 
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Fig 3. Potential relief with considering of the space charge (a); heating and redistribution of the 
electrons between subbands s\ and zi under electric field E (b). 

n is different for waves of p- and «-polarization. This difference is changed in electric 
field. Values of Aap and An = A \np - n,| are connected by Kramers-Kronig relations. 
Dependence An upon electric field determined experimentally is shown in Fig. 2 too. 
It is similar to dependence Aap(E). Let us discuss these results. The potential of 
QW is distorted due to space charge of electrons located in the wells and space charge 
of impurity ions situated in the barriers. The approximate potential relief of our QW 
with considering such distortion is shown in Fig. 3. The potential deformation results in 
shifting down levels £2 and £3 and decreasing difference £2—£i- Without external electric 
field the electrons are in the first subband and are located in the narrow well. Under 
effect of external longitudinal electric field the average electron energy increases due to 
electron heating. The electrons transit to the second subband on account of scattering 
and it leads to increasing absorption connected with the transitions £2 —> £3. The region 
of increasing absorption in Fig. 2 is explained with a filling the second subband. Again 
the other factors appear in strong electric fields. The electrons occupying subband £2 are 
mostly located in the wide well while the electrons of subband e\ belong to the narrow 
well. So with intersubband transitions the redistribution of electrons happens in the 
real space and levels £2 and e\ shift. Therefore the part of electrons in the subband £2 
causing absorption decreases. Due to strong scattering by optic phonons, the number of 
electrons with the energy e > HLOQ is small. All this leads to decreasing electroabsorption 
with a field. Besides more strong heating of the electrons in the subband £2 leads to 
intensive scattering with optical phonon emission and their returning to the first subband. 
So in strong electric fields electroabsorption is saturated and then decreases. 

The theoretical calculations are consistent with experimental data. 

Conclusion 

Optical phenomena connected with intersubband electron transitions in tunnel cou- 
pled quantum wells have been investigated. The observed birefringence and absorption 
modulation under longitudinal electric field have been explained by electron heating 
and electron transfer in real space. 
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Abstract. Basic mechanisms of Auger recombination of non-equilibrium carriers in quantum 
wells in the presence of a longitudinal quantizing magnetic field are studied. It is shown that two 
different recombination mechanisms are present: (i) a resonant non-threshold mechanism, (ii) a 
quasithreshold mechanism. The rate of the resonant Auger process depends on the temperature 
slightly but on the magnetic field essentially. For the quasithreshold Auger recombination process, 
the threshold energy depends on both the quantum well width and magnetic field. It is shown 
that the resonant Auger process dominates at low temperatures. 

Introduction 

In the homogenious semiconductors the mechanisms of Auger recombination in the 
presence of quantizing magnetic field have been studied by many authors [1-3]. At 
low temperatures the most probable phenomenon may be a resonant process of Auger 
recombination wherein two electrons and and a heavy hole (CHCC process) as well as 
an electron and two heavy holes (CHHS) participate. In the presence of of a strong 
magnetic field the electron spectrum is quantized [4]. As the result of Coulomb inter- 
action, the Auger electron havind acquired the energy of the order of Eg (the forbidden 
band gap) executes a vertical transfer to a high Landau level without a change in quasi- 
momentum. A large quasimomentum transfer is not required bacause of the Coulomb 
collision of two electrons. Thus, the Auger process has a resonant character in a quan- 
tizing magnetic field. The rate of the Auger process oscillates as a function of magnetic 
field, and these oscillations give rize to a break-down of the resonance. 

The aim of the present paper is to study theoretically basic Auger recombination 
mechanisms in quantum wells in the presence of longitudinal qiantizing magnetic field. 
It is shown that in the undeep quantum wells (Eg > U, where U is the quantum well 
depth for electrons) there exist two different mechanisms of Auger recombination: (i) a 
resonant mechanism analogous to the Auger process in a homogenious semiconductor 
and (ii) a quasithreshold mechanism whose threshold energy depends on the quantum 
well width [5] and on the magnetic field. In the case of deep quantum wells (Eg < U) 
there exists only one mechanism of Auger recombination that is the resonant Auger 
process. 

1   The rate of Auger recombination 

The Auger transition rate for a two-dimensional carrier gas in the magnetic field is calcu- 
lated in the framework of first-order perturbation theory in electron-electron interaction: 

G= IT E  M^ißx +E2-E3 -EA)ftf2r4{\-M). (1) 
h 

1,2,3,4 
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Here fc and f are the Fermi distribution functions for electrons and holes, E\ and E2 

are the initial, and E3 and E4 final, electron energy states (the hole state is treated as final 
one for one of the electrons participating in the process), summation in (1) is performed 
over all initial and final particle states including spins ones, M is the matrix element of 
Coulomb electron distribution, calculated with taking account for antisymmetrization of 
the electron wave functions in the initial and final states. The squared modulus of the 
matrix element is broken up into the sum of direct and exchange parts being equal to 

\M\2 = \M,\2 + \M„\2 - {MJMJ, +MjMn}, (2) 

M' = ~Y, II d3rd3/rl(r,<r)r2(T',<T')T-!-r^3(r,<r)Mr',<r'),       (3) 

M„ 

= -E 
47re2 ^ 

or,<J 

d'rd'r'rdr, ^(r', CT')-J_^3(r') <T')M*, *),       (4) 

where K is the dielectric permeability constant, e is the electron charge. In the scope 
of Kane's model that will be used below, the quasiparticle wave function may be su- 
perposition of s- and />-type band states. It is convenient to use the basis w/(r')(; = 
1,2, 3,..., 8), where the conduction-band wave functions are spherical s-type functions, 
and those of valence band are eigenfunctions of the operators J2 and J2 (where J is the 
complete-moment operator). Then, using the Landau gauge (Ax = —Hy,Ay = Az = 0 
where A is the vector potential, and H = (0, 0, z) is the magnetic field intensity), 
complete coordinate wave functions have the form 

ip(r) = <p(x,z)^2CiXni(y)ui(r). (5) 

Here x„, are the oscillation functions of the number «,-, ip(x,z) is a smoothly varying 
envelope that depends on the coordinates (x, z), the coefficients Q being functions of 
«,■ and kz. 

The highly excited Auger electrons and holes are not localized in the Z-axis direction. 
We have ip(x, z) = exp(ikxx+ikzz) for those. For the electrons inside the well, ip(x, z) = 
exp(ikxx) ■ (p(z) where the form of <p(z) depends on the profile of two-dimensional- 
electron potential well. For a rectangular well, (p(x) is a linear combination of the 
functions sin kzz and cos kzz. In the region of underbarrier motion of two-dimensional 
electrons which is of basic importance for a given problem, we have <p(z) = exp(-Kz), 
where K = \/2meU is the damping index of the wave function under the barrier, me is 
the effective electron mass; and U is the barrier height. 

We thus consider the Coulomb collision process for two electrons 1 and 2 with 
subsequent recombination of one of them with a hole and with the passage of the 
second electron onto a highly excited Landau level «3. Then one should integrate in 
(3) and (4) not only over the well region, but over that of the whole narrow-gap 
semiconductor, i.e. we need integrate between -00 and +00. Then we substitute the 
Coulomb potential in the form of Fourier integral, and, replacing (5) into (3), we find 

\M,\2= (6) 

167r2e4 f f d2qd2q' 5IJWl5IJia4  

(q2 + k2
lx + X2)(q'2+k2

lx + X2)X 
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where 
Ö(ICX) = 8{k\x + kjx - k3x - k4x), 

4?(q,q') = \C:ir)cPiP(sd}\clPcf)l?(-4)}, 
K#(q,q') = \cfdf lf (-^[cfkfhfid')}, 

(7) 

,aß 

kllx — k"hx       k\xi 

e^yX%iy) a^iy) dy fe^<pa(z) </(z) dz, C (q) = 

A is the Debye screening radius, q is the transmitted momentum, a and ß denote 
0 if particle state numbers (a,ß = 1,2,3,4), 5, (Ta (Tß 1 if aa = <Jß, and 8t (Ta(Jß 

&a 7^ o-ß. The remaining summands in (2) would be expressed in a similar way. Last, 
the matrix element \ M \2 should be substituted into (1) and summed over all particle 
states with regard to the energy conservation law, E\ + E2 = E3 + E4. Let the particles 
(electrons and holes) be at low Landau levels in their initial state. Then, their energies 
measured from the valence band top in Kane's model have the form 

-£"1,2 

E4 

3 aHEg 

1 1 
2 T4 

2f 
3£„ 

,2      2/1      1 

Here an = [hc/(eB)}xl2 is the magnetic length, 7 is Kane's matrix element, the signs 
"±" correspond to two spin directions. For simplicity, we consider recombination with 
light holes whose mass is mu = me. The Landau level «3 > 1 corresponds to a highly 
excited electron, the spectrum of that electron is of the following nonparabolic form: 

E3{n3)=Eg/2+{{Eg/2)2-1
2 ki + \ «3 

1 1 
2T4 

1/2 

(8) 

Substituting E2,E2,E3, and E4 into the energy conservation law, we find the minimum 
■if 

«3 
2^ (9) 

where to = ^-c. While deriving (9), we have taken into account jkz <C Eg and «3 > 1. 
We have also expressed Kane's matrix element 7 through the effective electron mass: 
h2/me=4/3 ■ j2/Eg. 

2   Results 

Thus summing over the initial and final states in (1) with regard for the energy conser- 
vation law, we find the Auger-recombination time rfe: 

8v/3(27r)
5 EB friLüE0\

l/2 

2»i        h  {  E2   )      X 

(10) 

Xlri = G/Ne 

XE 
{\E(1\Tfl2an'iNeN,MT,n3). 
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Here Ne is the two-dimensional electron concentration, Ni, is the tridimensional hole 
4 

concentration; EB = J^T is the Bohr electron energy; the characteristic lenghs A£o, 
and AT are equal to 

/      fe2     \ 1/2 /     »-2    \ 1/2 
A£°=U^)      'Ar=(w) 

respectively, <i is the characteristic quantum-well width corresponding to the dimensional 
quantization energy EQ, ip(T,rii) is a dimensionless function of the temperature and 
magnetic field equal to unity when the transition is resonant, and exp(— jf) outside the 
resonance. 

The oscillating behaviour of l/rfe as a function of magnetic field is an apparent 
result. When two electrons compile as Coulombian ones at the lowest Landau level, 
one of these passes into the valence band, another, absorbing the transmitted energy, 
turns into a highly excited state. The rate of such process is maximum if the highly 
excited electron exactly arrives at the Landau level of the number n3, fitted the energy 
conservation law (formula (9)) (resonance transition), and small (or equal to zero at 
T = 0) if the highly excited electron has fallen between two Landau levels (non-resonant 
transition). 
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Abstract. We show that in doped semiconductor superlattices with narrow quantum wells at 
low temperatures and at sufficiently low doping levels, the exchange-correlation contribution to 
the system energy can exceed the sum of the kinetic and Hartree energies. Under these con- 
ditions, the uniform distribution of electrons over the wells becomes unstable, and the ground 
state corresponds to inhomogeneous distribution (electronic superstructure). For GaAs/GaAlAs 
superlattices the estimate of the critical doping concentration at which the stability of the homo- 
geneous state at T = 0 K is lost yields the value of about 1017 cm"3. Inhomogeneous ground 
states are discussed. 

Introduction 

The fact that the ground state of a system of interacting electrons can become in- 
homogeneous (Wigner crystallization [1]) has been widely discussed in the literature. 
However, the conditions for Wigner crystallization are very restrictive and, in the ab- 
sence of magnetic field, it has only been observed in electron sheets over the surface of 
liquid helium. In semiconductor superlattices (SL), new possibilities for the formation 
of inhomogeneous states appear, in particular, related to inhomogeneous electron dis- 
tribution over the wells of the SL. One of the mechanisms was discussed in [2], where 
the symmetry breaking resulted from the carrier delocalization in the second subband 
for some specific shapes of the SL profile. In [3], a different mechanism of symmetry 
breaking was suggested for doped SL with electrons in the lowest subband, related to 
the exchange-correlation contribution to the total energy of the system. In what follows, 
we present the analysis of the latter situation; we study the ground state at T = 0 K and 
the possibility of spontaneous symmetry breaking in a system of interacting electrons 
in doped compositional SL. 

Density functional 

It is convenient to use the approach based on the density functional theory. An important 
feature of the electron gas in a SL is that the confinement potential is generally not weak 
and forms the electronic states. We consider the case in which the wells of the SL are 
sufficiently narrow so that only the lowest subband is occupied, and moreover, the 
overlap of the wave functions of neighboring wells which determines the miniband 
width is sufficiently small. In this case one can use the method analogous to the tight 
binding approach and explicitly write the energy as the functional of the electron density 
n, thus making a straightforward analysis of the spatial distribution of the electron density 
possible. We have 

E[n] = T [n] + EHartKe [n] + Eext [n] + Exc [n], (1) 
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where T [n] is the kinetic energy of noninteracting electron gas, iiHartree is the energy 
of electron-electron interaction calculated in the Hartree approximation (including the 
interaction with the positive background), Eext is the energy of interaction with ex- 
ternal fields (if present), and Exc is the remaining part of the energy (the so called 
exchange-correlation energy). We write the functional (1) using the set of states in the 
confinement potential, so that the electron density is a function of {p, i}, where p is a 
radius vector in the well plane and i is the discreet well number. 

In what follows we study distributions of electron density over the wells of the SL 
in the absence of external fields; we call a distribution inhomogeneous if it corresponds 
to different average in-plane concentrations for different wells. We shall see that the 
conditions for the transition to such inhomogeneous states are much less restrictive 
than conditions for Wigner crystallization for the two-dimensional electron gas in a 
well. For this reason, we can assume that the electron density is independent of p, 
n = J2i uid(z _ z')> where z is the coordinate along the SL axis, z,- = id, d is the SL 
period and vt is the two-dimensional density in the i th well; hence the density functional 
becomes simply a function of many variables v = {ut}. For a small overlap, we can 
explicitly write the terms in the energy functional (1). The kinetic energy is additive, 

T[u]=-£nvi), (2) 

where T(u() = 2vf /2p0 is the kinetic energy of two-dimensional electron gas in the 
i th well and po is the density of states in a well. For the Hartree contribution we have 

^Hartree [v] = ^ Vi^U'' ^ ^0) (^i - ^0), (3) 
•J 

where Vy = — (2-Ke2d/e)\i—j\, e is the dielectric constant, and vQ is the average electron 
concentration per well per unit area; for uniform donor doping u0 = Ndd. For weak 
overlap of the wave functions of adjacent wells the exchange energy is also additive, 

£xcM = y^xcte), (4) 

where Exc(vi) = Cxc(e2/e)ui is the exchange energy for two-dimensional electron gas 
in the i th well and Cxc «0.81 [4, 5]. The correlation energy is additive, provided that the 

— 1/2 radius of the Coulomb hole is smaller than the distance between the wells, u0 ' < < d. 
At small concentrations, the additivity is no more valid; in this case, however, the 
correlation energy contribution plays minor role in the transition to inhomogeneous 
state, and for simplicity we restrict ourselves with the exchange contribution. It can be 
easily seen that the inclusion of correlation gives rise to a weakening (unessential for 

1 /2 
v0   d << 1 ) of the conditions for the transition to the inhomogeneous state. 

Instability of the homogeneous distribution 

Once the energy functional is explicitly known, we can study the stability of the homo- 
geneous ground state with respect to small perturbations. It is known that both in three- 
and two-dimensional electron gas, the Wigner crystallization occurs via a spin-polarized 
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state [6, 7]. As follows from (l)-(4), the stability of the nonpolarized ground state in 
any of the layers with respect to transition to the spin-polarized state is lost if 

u0 < (3Cxce
2p0/2e)2. (5) 

Taking account of the weak overlap of wave functions of adjacent wells, we can see 
that the lowest energy corresponds to the antiferromagnetic-type ordering of spin po- 
larizations of adjacent layers. 

The variation of (l)-(4) yields the following condition for the loss of stability of the 
spatially homogeneous state: 

1       2ire2d     ^    3e2        „ .^. 

It is seen that condition (5) which determines the threshold impurity concentration 
Nj for the transition to the spin-polarized state is less strict than the condition for the 
loss of spatial homogeneity (6), i.e. the transition to an inhomogeneous state occurs 
via the spin-polarized state. This is due to the Hartee contribution which impedes the 
appearance of the inhomogeneous distribution. At the threshold concentration where the 
stability of the homogeneous solution is lost, the "most dangerous" density fluctuations 
are those corresponding to the period doubling. One can show that an inhomogeneous 
solution (electronic superstructure) with the period 2d, stable with respect to small 
fluctuations, can exist for impurity concentrations Nd < N%u where N^ > N%. For 
^di < Nd < N*[X it exists as a metastable state and then (for Nd < N^2) it becomes the 
ground state. At still lower concentrations solutions with greater commesurate periods 
are also possible. It should be noted that the energy gain when an inhomogeneous state 
is formed decreases rapidly with decreasing concentration; accordingly, the temperature 
stability of the superstructures is expected to decrease at lower doping levels, and the 
intermediate concentrations are optimal for their observation. 

Discussion 

Thus in doped short-period doped SL, electronic superstructures (electron distributions 
over the wells inhomogeneous in the direction of the SL axis) can exist. The mechanism 
of spontaneous symmetry breaking in our case is, however, different from that of Wigner 
crystallization. Although formally the problem is reduced to a one-dimensional one, the 
transition is actually due to exchange interaction in quasi-two-dimensional quantum 
wells. The substantial weakening of the conditions for the transition to inhomogeneous 
ground state is due to the following reasons. In the theory of Wigner crystallization, 
the local density approximation in the density functional theory is known to appreciably 
overestimate the threshold concentrations, as is seen, e.g., from Monte Carlo calculations 
[7, 8]. This reflects the important role of corrections in the gradient expansion of the 
density functional. In our case, the overlap integral plays the role similar to that of 
gradient corrections, the expression for the density functional is similar to that of the 
local density approximation and the role of overlap corrections is actually small. 

One can estimate the concentration of the doping impurity corresponding to the 
creation of the superstructure at T = 0 K. Taking pQ = 3 • 1013 eV"2 cm"2, e = 12.7, 
and d = 9 nm, we obtain for the critical donor concentration N^2 « 8 • 1016 cm"3. This 
indicates the possibility of the existence of electronic superstructures in doped SL under 
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conditions essentially less restrictive than those for the Wigner crystal. The appearance 
of the superstructure is expected to have much more pronounced effect on vertical 
transport in SL than the transition to the spin-polarized state. In fact, it is accompanied 
by the shifts of the size quantization levels in adjacent wells and by the appearance 
the gap in the spectrum of elementary excitations related to charge transfer between 
the wells. These excitations actually determine the vertical (in the direction of the SL 
axis) conductivity of the structure at finite temperatures. Vertical conductivity anomalies 
observed in doped GaAs/GaAlAs SL [3] just at impurity concentration 1017 cm"3 might 
be related to the emergence of the superstructure. 

The work was supported by the Russian Foundation for Basic Research (grant 97-02- 
17334) and INTAS (grant 94-4435). 
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Bloch [1] and Zener [2] theoretically calculated that in the materials with a periodical 
potential in the case of applying the steady external electric field the electrons should 
move periodically. This periodical motion is called Bloch oscillations. 

Bloch oscillation can be seen experimentally when the period of Bloch oscillation 
is longer enough than the relaxation time of electrons and holes. This condition may 
be made up in such structures as multiple quantum wells and superlattices. Four wave 
mixing (FWM) technique was used for investigation of Bloch oscillations in superlattices 
in [3]. It was shown that the resonant position of exciton lines in the spectrum of 
FWM signal displays the harmonic oscillation, which is caused by the changing of local 
internal electric field by the periodical motion of electron wave package. In [3] was 
also mentioned that the anticrossing of heavy hole and light hole excitons can lead to 
nonharmonic Bloch oscillation. 

To investigate the nonharmonic Bloch oscillations we used spectrally resolved four 

1.0 1.5 
Time delay (ps) 

Fig 1. The experimental (open circles) and theoretical (solid line) dependencies of the inten- 
sity (a) and resonant position (b) of heavy hole exciton on the time delay 
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wave mixing technique. The superlattice with barriers of 17 Ä and quantum wells of 
97 Ä was investigated. Our main experimental result is shown in Fig. 1 by opened 
circles. The nonharmonic Bloch oscillation (a) and beats of the intensity of heavy 
hole exciton line (b) we explained by the model of quantum beats of inhomogeneous 
exciton lines [4]. The results of our calculations are presented in Fig. 1 by solid lines. 
The very good agreement of theoretical calculation with experimental results proved the 
quite strong influence of inhomogeneous broadening on the Bloch oscillation of electron 
wave package. 
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Abstract. In this paper we discuss the observation of correlations in the spatial distribution of 
Be atoms in delta doped layers. In Si delta doped samples we show that correlations in the charge 
distribution occur when DX centers are populated. The mobility enhancement we measure in 
our structures agrees with the calculated enhancement due to correlations effects. 

1    Introduction 

In most bulk-grown semiconductors ionized impurities dominate the scattering at low 
temperature. Modulation doping has been used successfully to suppress the scattering 
of free electrons on these ionized donor impurities. In this doping technique the ionized 
donor impurities are spatially separated from the free electron gas resulting in record 
mobilities of up to 2x 107 cm2/Vs. However in low-dimensional structures, like the well- 
known GaAs/AlGaAs heterostructures, ionized impurities still dominate the scattering of 
the electrons. However, in these heterostructures the maximum electron density is about 
8 x 1015 cm"2. In many occasions one would like to have a much higher electron density. 
Delta doped layers are capable of delivering very high electron densities and have been 
studied in great detail. The delta doped layer has a thickness of typically 2 nm when 
the sample is grown at low growth temperature. Due to the high doping concentration 
the effective Bohr-radii of the doping atoms in the doping layer overlap and no freeze- 
out of the electrons occurs at low temperature. The thin layer of ionized impurity 
atoms forms a V-shaped Coulomb potential which has a thickness smaller than the de 
Broglie wavelength of the electrons and thus 2-D confined levels are formed. Normally 
a few levels are populated with electrons due to the high doping concentration. The 
strong overlap of the electron wavefunctions with the ionized impurities at the center 
of the well is reflected in the very low mobility of the electrons. In the lowest confined 
state we find electron mobility values of typically 1.000cm_2/Vs. In higher subbands 
the electron mobility can be quite different due to: (i) a smaller overlap between the 
electron wavefunction and the ionized impurity distribution (ii) a lower Fermi-velocity 
of the electron, (iii) a different screening. 

A few decennia ago it has been proposed that the mobility in bulk doped samples 
might be enhanced due to ordering in the spatial distribution of the ionized impurities 
[1]. It is a well-known fact that ordered, or correlated, distributions of scatterers lead to 
a strong reduction of the scattering. For instance electrons in a semiconductor crystal 
are not scattered by the crystal itself but only by the imperfections in the crystal like: 
(neutral) impurities, growth defects, alloy fluctuations and phonons. In this paper we 
will discuss results we have obtained in delta doped layers where, due to the very high 
doping concentration, the ionized impurities interact with each other and thus give rise 
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Fig 1. Filled state X-STM image (sample bias —1.0 V) of a structure containing several Be 
delta doped layers, (a) Large scale image (120 nm x 300 nm). The vertical scale (300 nm) is 
strongly compressed. The active Be atoms appear as white hillocks, (b) Enlarged view (31 nm 
x 54 nm) of the section containing the two doping layers with the lowest doping concentration. 
Atomic corrugation is observed in both directions allowing an exact position determination of the 
Be doping atoms. 

to correlations in the distribution of ionized impurities. These correlations result in an 
enhanced mobility. 

2    Correlations in the spatial distribution of Be-atoms studied by X-STM 

With present day growth techniques like MBE, CBE etc. atomically sharp interfaces and 
doping profiles can be grown. The quality of the interfaces and their composition can be 
assessed at the atomic scale by cross-sectional Scanning Tunneling Microscopy (X-STM) 
[2]. In a X-STM setup the samples are cleaved under UHV conditions (P < 10-11 torr) 
along either the (110) or the (llO) plane. Because the two latter planes are parallel to 
the [001] growth direction we can image a cross-section of the grown layer structure. 
Several authors have recently reported that they were able to observe individual dopant 
atoms in semiconductor materials by X-STM [3, 4]. Therefore one can study both the 
thickness of a doping layer and the distribution of the dopant atoms within the dopant 
plane using X-STM. 

The Be delta doped sample we have studied with X-STM was grown at 480°C on a 
(001) p+ substrate with an alignment within 0.2° of the [001] direction. The growth rate 
was about 1 /zm/h (1 monolayer/s). The doping layers where obtained by opening the 
shutter of the Be furnace during a growth interrupt lasting from 10 up to 360 s. During 
the growth interrupts the growth surface was kept under an As-flux. In this way a stack 
of four doping layers was produced with doping concentrations of 3 x 1012, 10 x 1012, 
30 x 1012, and 100 x 1012 cm"2 respectively. The highest doping concentration is equal 
to about 1/6 of a full monolayer. The doping layers were separated by 25 nm of undoped 
GaAs. The stack of four delta doping layers was repeated 3 times in the structure and 
the stacks were separated from each other by one or more 2.5 nm thick Alo.2Gao.8As 
layers which we used as marker layers. The intended doping concentrations was checked 
by SIMS measurements and the electrical activity of the dopant atoms was determined 
by etching CV profiling. 

In Fig. 1 we show a large scale As-related image across a full stack of four delta 
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Fig 2. Radial distribution function for the three lowest-concentration doping layers as determined 
from our X-STM measurements. The dashed line represents the distribution function for a purely 
random separation. 

doping layers. Clearly visible are the white hillocks which are due to individual Be 
doping atoms and the dark Alo.2Gao.8As marker layers. Note that the hillocks are 
absent between the delta doping layers. Each hillock extends over a few lattice sites 
because one does not observe the ionized Be atom itself but its Coulomb effect on the 
electrons tunneling in the immediate surrounding of the Be atom. The radius (2.5 nm) 
of each hillock is almost equal to the Bohr-radius of an ionized Be atom. The ionized 
Be atoms closest to the cleaved surface appear most strongest whereas the ones deeper 
below surface appear weaker. Roughly we are able to observe Be atoms up to a depth 
of about 1.5 nm below the cleaved surface. The original topographic images allow to 
determine the position of the Be atoms with atomic resolution. Thus histograms of the 
position of the dopants can be obtained. 

The histograms demonstrate that the two lowest-concentration delta layers have a 
near atomic layer thickness of 1 nm. However in the layers with a higher doping 
concentration a considerable broadening of the layers has occurred. We think that the 
broadening of the doping layer observed in the layers with highest doping concentrations 
is due to a mutual Coulomb repulsion between the ionized doping atoms. If this 
argument holds one would expect an in-plane ordering of the dopant atoms as well. 
In Fig. 2 we show the radial distribution function (frequency plot of dopant separation 
of all pairs of dopants) for the three lowest-concentration delta layers. In the case of 
a purely random distribution we would expect the radial distribution to be equal to 1 
for all dopant separations. The distribution functions of the delta layers show clearly 
that the occurrence of close-spaced neighbors is less probable. In these doping layers 
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with a correlated dopant distribution the mobility of the free holes must be enhanced. 
It is however rather difficult to prove this enhancement because one cannot easily 
prepare structures with either an uncorrelated or correlated doping layer. Furthermore 
accurate results concerning the mobility of the free holes can only be obtained if one 
can determine the hole mobility in the individual subbands. The subband mobility is 
obtained from the amplitude dependence of Shubnikov-de Haas oscillations. However, 
for p-type delta layers it is impossible to observe these SdH-oscillations because the 
mobility is extremely low, typically about 100 cm2/Vs. 

3   Effects of spatial correlations in the distribution of charged impurities on the elec- 
tron mobility 

We have shown that in n-type delta doped layers one can successfully obtain both the 
transport and the quantum mobility in the individual subbands [5]. The results showed 
that the mobility increases with the subband index. At first sight one would explain 
this by the stronger overlap of the electron wavefunction in lower subbands with the 
ionized Si dopant atoms compared to the wavefunctions in the higher subbands. This 
is however a crude simplification. We have shown that not only the overlap of the 
electron wavefunction with the ionized donors is important but also the Fermi velocity 
and, most important, a correct description of the screening [6]. 

In the case that DX centers saturate the electron density, correlation effects in charge 
distribution are expected to be present [7, 8]. Delta doped structures are ideal to 
study these correlation effects because there is strong interaction of the electrons with 
ionized impurities and there is also strong interaction between the ionized impurities 
themselves. In order that DX centers, and thus correlations in the charge distribution, 
have an influence on the electron mobility, the Fermi level has to be resonant with the 
DX level. It is a well established that DX centers in AlxGai _xAs are resonant with the 
F band at an Al fraction of approximately 0.25 or at a hydrostatic pressure of 20 kbar 
in GaAs [9]. In order to tune the position of the DX level relative to the Fermi level 
we have designed [10] and grown [11] delta doped GaAs/Al^Gai _xAs/GaAs barrier 
structures. In these structures we need only modest hydrostatic pressures to populate 
the DX center effectively. 

There is still some concern whether the DX centers traps only one electron (DX° 
model) or two electrons (DX- model). In either case a mixed valence system exists 
when a part of the free electrons is trapped by DX states, i.e. part of the Si atoms will 
have a positive charge (the normal shallow d+ state) whereas the other part will have a 
neutral or negative charge (the deep DX° or DX- state). The spatial correlations in the 
charge distribution in a mixed valence system have a twofold effect [10, 11]: 1) the po- 
sition of DX centers is lowered, and 2) the electron mobility increases. Lowering of the 
DX state means that a lower hydrostatic pressure, Al mole fraction or doping concentra- 
tion is needed to populate this DX state. Spatial correlations in the charge distribution 
can be observed in the radial distribution function which was already discussed in the 
previous paragraph. In the case of the DX° model there is only one radial distribution 
function which gives the probability of finding a pair of two positively charged donors at 
a given separation. The distribution of the neutral donors is not important because the 
electrons are not scattered by them. In the case of the DX- model there will be three 
different radial distribution functions showing the probability of finding a pair of two 
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Fig 3. Quantum mobility as a function of the total free electron concentration in the structure 
doped at 4.4 x 1012 cm"2 and having a 4 nm thick Alo.1Gao.9As barrier. The experimental results 
(symbols) are compared with theory (lines). The theoretical results are shown without (guided 
by the dashed curves) and with (guided by the solid curves) inclusion of the correlation effects 
for the d+/DX° (a) and d+/DX" (b) models. 

negative, two positive or one positive and one negative Si doping atoms respectively. 
These radial distribution functions are accounted for in the mobility calculations by the 
structure factor scaling the scattering rate [10, 11]. Because the spatial correlations 
have a short range character small scattering wave vectors are affected predominantly. 
Thus we expect that already small correlation effects have a strong influence on the 
mobility because ionized impurity scattering is most strongest for these small scattering 
wavevectors. 

Applying hydrostatic pressure to the delta doped GaAs/Al0.iGao.9As/GaAs barrier 
structure having a doping concentration of 4.4 x 1012cm"2 we are able to vary the 
total electron density and thus the population of the DX state. Our measurements show 
a reduction of the free electron density of approximately 30 percent at the maximum 
hydrostatic pressure of 10 kbar. In the case ofthat DX centers are negatively charged we 
find that the position of the DX level is at 320 meV above the F conduction band. The 
observation of a mobility enhancement after the application of hydrostatic pressure does 
not prove that any spatial correlation in the charge distribution are present. We know 
from the normal delta doped structures and from the barrier doped structures as well 
that the mobility also increases when the doping concentration is lowered. If the DX° 
model applies then the number of scatterers is equal to the number of free electrons 
(the DX center becomes neutral after capturing an electron) whereas if the DX" model 
applies the number of scatterers remains equal to the total doping concentration (the DX 
center becomes negatively charged after the capture of two electrons). However when 
we compare the mobility in sample under pressure with samples at ambient pressure we 
clearly observe that for the structures with the same electron density, either at ambient 
pressure or under hydrostatic pressure, that the mobility is enhanced when DX" states 
are populated. This enhancement must be due to spatial correlations in the charge 
distribution of the mixed valence system. 

Finally in Fig. 3 we show the quantum mobility measured in the structure under 
hydrostatic pressure as a function of the total free electron density together with the 
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calculated subband mobilities with and without the inclusion of spatial correlation ef- 
fects. We show calculations for both the d+/DX_ (a) and d+/DX° (b) models. The 
comparison between experiments and theory show that: correlations exist and can be 
correctly ac-counted for in the mobility calculations and 2) the DX center is negatively 
charged. Note also that the mobility enhancement is about a factor of two in the i = 1 
subband and a factor of 1.5 in the i = 0 subband. From the Monte Carlo simulations 
we noted that the correlations are present up to distances of about 2 nm. In the STM 
results on the Be delta doped structures we observed correlations up to at least 4 nm. 
This means that a mobility enhancement in these structures is very plausible. 

4    Conclusions 

Our X-STM measurements on Be-delta doped GaAs samples have shown that spatial 
correlations in the position of the doping atoms occur up to distances of 4 nm. In Si 
delta doped GaAs/AlxGai _x/GaAs barrier samples we find a clear mobility enhancement 
when correlations in the spatial charge distribution occur. 
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Abstract. We measured the transmission in nanoscopic cross-junctions at variable temperature. 
The devices were prepared by deep etching through a two-dimensional electron gas in InGaAs/InP 
samples. Our experiments show that the transmission characteristic is partly ballistic even at room 
temperature. The measurements are analysed in terms of an equivalent network, and the involved 
resistances are related to the electron mean free path. 

Introduction 

Nanoscopic cross-junctions are examples for non-classical devices that might have po- 
tential for novel applications at the same time as they are subject to very basic research. 
In a cross-junction an injected electron from one terminal can propagate into each of 
the remaining three ports or be reflected back to the source. If the size of the junction 
is smaller or comparable to the electrons mean free path, the probability for straight 
propagation into the opposite port will be enhanced, i.e. the electrons will propagate 
ballistically. This leads to nonlinearities in the transmission behavior. In a four-terminal 
resistance measurement, using the terminals 1-2 for the current source and 3-4 for 
voltage measurement (see Fig. la), a negative differential resistance will be found [1]. 
The behavior of the junction can be described by means of the conductance matrix 
G: I = GU, where / and U are the column vectors of the incoming currents and the 
voltages at each terminal, respectively. The conductance matrix can be written down 
if we apply KirchhofT's rules on the equivalent network of resistances in Fig. lb. We 
suppose that the junction has perfect symmetry. Thus, the two conductances G\ = \/R\ 
and G0 = l/R0 (corresponding to the "inner" straight and the "outer" bend current 

4^ ^3 

(a) (b) 

Fig 1. (a) symmetric cross-junction with width w, (b) corresponding network. 
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paths) can describe the junction. Then we can write: 

For the analysis of our measurements, we rewrite this equation to calculate G0 and G\ 
from the measured voltages and currents. The comparison between G0 and G\ lets us 
estimate the degree of ballistic transport in the junction. 

1 Sample preparation and measurement details 

We have prepared the devices by deep dry etching through a lno.53Gao.47As/InP two- 
dimensional electron gas (2DEG). The 2DEGs are grown by MOVPE on InP:Fe sub- 
strate. The active layer is a 12 nm thick Ino.53Gao.47As layer, which by a 15 nm InP 
spacer is separated from the 10 nm thick n-InP doping layer (1 x 1018 cm"3 Si). The 
carrier density in the active layer was determined in Hall measurements in macroscopic 
Hall bar samples. At T = 23 K we obtained a carrier density of N2d = 3 x 1011 cm"2 

and electron mobility /i « 8 m2/Vs. The mean free path L0 has been extracted from the 
Hall measurements. L0 varies between 700 nm and 150 nm for temperature between 
20 K and 293 K, respectively. 

To fabricate nanostructures, the samples were patterned by electron beam lithog- 
raphy. We etched through the active layer with CH4/H2 reactive ion etching. Ohmic 
contacts were deposited on the capping InP layer and annealed at 425°C. Details of the 
sample fabrication are described in [2]. In that paper we demonstrated that this deep 
dry etching process allows fabrication of high-quality nanostructures, which exhibited 
quantized conductance at 20 K. 

Electrical measurements (cw) have been done at variable temperature with Keithley 
K2400 source-meter units to source and measure voltages and currents. The contact 
resistance Rc of our ohmic contacts was determined independently (Rc varies between 
1.8 kO and 9.5 kO when the temperature increases from 77 K to 293 K, respectively) 
and taken into account in the analysis of the measured data. 

2 Results and discussion 

The transmission characteristics of our devices were measured by supplying a voltage 
F41 between the terminals 4 and 1 and measuring both the current /41 and the voltage 
difference Vi2 between terminals 3 and 2. 

In Fig. 2, K41 is plotted versus V32 in a 320 nm wide cross-junction for 5 K and 
room temperature. The ballistic behavior at 5 K can be seen very clearly in the negative 
derivative dV^/dV^. With increasing magnitude of F41 the number of electrons, which 
propagate ballistically, decreases, thus leading to decreasing magnitude of dV^/dVm. 
This is mainly due to increasing electron-electron and electron-LO-phonon scattering. 
For measurement at room temperature, we find that the magnitude of dV^/dV^ is 
strongly reduced and the sign is reversed. This corresponds to the potential difference 
between port 3 and port 2 created by electrons which underly drift-diffusion transport 
from port 4 to port 1. 
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Fig 3. Degree of ballistic transport in a cross-junction with w = 200 nm versus temperature. 
Dots: extracted from the measurements; line: calculated using the model described in the text 
and the measured L0(T); dotted line: same as above, but modified with Gjj/Gf = 1.1. 

For a more detailed analysis we chose a 200 nm wide cross. We measured the 
dependence of V23 and /41 on F41 between 77 K and 293 K. From the results, G0 

and G\ were extracted as described above. Finally their normalized difference D = 
(G\ — G0)/G0 was plotted versus the temperature in Fig. 3. We used the values of G0 

and G\ at K41 = 0, where electron-electron interaction should be neglegible. 
Qualitatively, the decrease of D with increasing temperature is expected, as higher 

temperature leads to increasing scattering and decreasing ballistic transport. It is re- 
markable that in the 200 nm wide cross-junction, even at room temperature a fraction 
of the electrons propagates ballistically (D > 0). This corresponds to the fact that the 
mean free path is comparable to the size of the cross. 

For a first analysis of the experimental results we chose a purely phenomenological 
approach. The probability of scattering in a conductor with length L is P = L/(L + L0) 
where LQ is the mean free path of the electrons [3]. Now, we can suppose that we 
measure an ensemble average for all electrons passing through the cross-junction. Of 
all electrons injected in one port, we can expect the fractions (1 - P) and P to behave 
ballistically and as in classical (i.e. macroscopic) conductors, respectively. Let us idealize 
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the classical case with G£ = G\ = Gc while in the strictly ballistic case Gjj = 0, Gb = Gb. 
We use P as weight and get for the averaged Gfe, Gfve the following equation: 

/~-ave   /~-ave l-PGh L0G
h 

Gf P    Gc L Gc 
£>ave = -i -2- = -—- — = — —- (2) 

Gf P    Gc       L Gc' w 

This relates our measured D (identified with D3™) to L0. Using Gb/Gc as adjustable 
parameter and the measured dependence LQ(T), we get the solid curve in Fig. 3. In 
general, there is good agreement between both curves. However, at larger temperatures 
the measured D drops faster than the calculated curve. 

To understand this and to improve the agreement, a more detailed analysis is needed 
than what can be presented here [4]. In particular, a more thorough consideration of 
the scattering mechanism is required. The probability for an electron to be scattered 
into a port might not be the same for all ports. Instead, the scattering probability might 
be slightly larger for the side ports. This means that the calculation overestimates G\ 
and underestimates G0 with increasing number of scattering events (decreasing L0 and 
T). This argument agrees with the observation of Fig. 2 (dV^/dV^ > 0). The fit is 
getting much more satisfying if we suppose that G% = 1.1 • G\ (dotted line in Fig. 3). 
However, more effort is needed to describe the behavior of the electrons in the cross 
in terms of a scattering matrix, which then can be related to the conductance matrix. 

Furthermore, the electrically active width of the cross is likely to be smaller than the 
lithographically defined one. In a more detailed analysis one could determine the size 
of the depletion volume near the etched surfaces and estimate the actual size and shape 
of the confining potential, which probably deviates from the simple cross geometry. 

3    Conclusions 

To conclude, we presented experiments on the transmission characteristics of nano- 
scopic cross-junctions. Evidence for ballistic transport was found in a 320 nm wide 
cross at low temperature and in a 200 nm wide cross even at room temperature. The 
degree of ballistic transport, decreasing with increasing temperature, was related to the 
measured electron mean free paths by a simple model. 

The authors thank B. Stälnacke (Semiconductor Laboratory, Royal Institute of Technol- 
ogy) for preparation of the 2DEG and B. Stoltz (Ericsson Components AB) for electron 
beam lithography. 
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Abstract. Electrical transport in semiconductor superlattices is often described by a miniband 
model, where the electrons perform a quasiclassical motion. Although this model is assumed 
to be valid in the limit of a large miniband width, some experiments indicate its validity for 
narrow minibands as well. By a comparison with a full calculation based on nonequilibrium 
Green functions we show, that this is the case if the width of the electronic distribution is larger 
than both the field drop per period and the scattering width. In addition we show that simplified 
expressions for miniband transport and sequential tunneling become identical in this regime. 

The fabrication of semiconductor superlattices allows for the study of electric trans- 
port in an artificial band structure [1, 2, 3]. Spectacular effects like negative differential 
conductivity [4] and Bloch oscillations [5] have been observed experimentally. Recently, 
high frequency oscillations due to travelling field domains have been studied [6, 7] as 
well, see also Ref [8] and references cited therein. For low electric fields (where higher 
subbands are not involved) the transport in superlattices is usually described by the 
semiclassical motion of electrons in the miniband [1]. This approach is assumed to be 
valid if the miniband width A is significantly larger than the scattering width Y [3]. 
Here we want to investigate its applicability by a direct comparison with a full quantum 
transport model. 

We have recently proposed a transport model based on nonequilibrium Green func- 
tions in order to study transport in superlattices [9]. The current density is determined 

•/(i7) = 2^/d24Re{^G"<+1'"(''''k)} ' (1) 

First we calculate the retarded and advanced Green functions G^ and G^n connecting 
different wells n, m. We use self energies Sret and Sadv which include both the coupling 
between the wells (which is equal to A/4) and scattering at (^-potentials within the self- 
consistent Born approximation. Then we determine the lesser Green function between 
neighbored wells via the Keldysh equation 

where S< is obtained from a kind of relaxation time approximation. This approach 
allows the treatment of coupling and scattering on equal footing and therefore goes be- 
yond the restrictions of standard transport models like miniband transport or sequential 
tunneling.  Details of the calculation are given in Ref [9].  The resulting current-field 

66 



TN.03 67 

0.020 -i 

0.015 

t?0.010 
o 

Q. 

^0.005- 

0.000 
12 3 4 5 

eFd/r0 

Fig 1. Current-field relation for three different approaches: sequential tunneling (full line), 
miniband conduction (dashed line), and our quantum transport theory (crosses). Parameters: 
A = 2I\ kDT = 3r, N2D = 0.2p0T. 

relations are found to be in good agreement with the results from the miniband con- 
duction model if both A/2 > F and A/2 > eFd are fulfilled [9]. (Here eFd denotes 
the potential drop per period.) Otherwise miniband conduction fails for a low elec- 
tron concentration and a low temperature. In the opposite limit of small minibands 
(A/2 <c r) the results of our quantum transport model reproduce the results obtained 
from the sequential tunneling model described in Refs. [8]. 

Experiments [10, 11] indicate that miniband conduction holds for superlattices with 
relatively narrow miniband widths of A « 3—4 meV as well, which are of the order 
typical scattering widths F ~ 2-3 meV [11]. These experiments have been performed 
at temperatures above 70 K, i.e. kBT > 6 meV, which is larger than both A/2 and 
F. Therefore we have performed several calculations within our full quantum transport 
theory for the experimental situation kBT > A/2, eFd, F and compared the current 
field relations with the respective ones obtained from the miniband conduction model 
and sequential tunneling. As can be seen in Fig. 1 all three approaches give almost 
identical results in this regime. 

In order to get more insight into these findings we want to consider the models 
for sequential tunneling and miniband conduction in detail. The miniband model is 
usually evaluated assuming a constant scattering time r within the relaxation time 
approximation. In the nondegenerate limit one obtains the current density [3] 

Jmim(F) = eN2D 

h (A/2kBT) AT eFd 

I0 (A/2kBT) 2h2 (eFdr/h)2 1 (3) 

where N2D is the electron density per period of the superlattice and IQ, h are the 
modified Bessel functions. For kBT > A/2 the ratio between the Bessel functions 
becomes A/AkßT and the current can be written as 

Jmim(F) = eN2L 

Ah eFd 
SkBTh2 (eFdr/h)2 1 

for   kBT^> A/2. (4) 

Now let us regard sequential tunneling between the wells. As the coupling between 
neighbored quantum wells is given by A/4 the transition rate scales with A2. The cur- 
rent field relation is determined by a competition between the resonance condition and 
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the difference of chemical potentials between neighboring wells. Assuming a constant 
broadening F of the states the current can be approximated by [8] 

J^q(F) = epQ— + r2 /     ^ inr(E - V) - nF(E + eFd - v)}       (5) 

where np(x) = [exp(x/kßT) + 1]_1 is the Fermi function, /i is the chemical potential 
with respect to the bottom of the well and po = m/(-Kfr2) is the two-dimensional density 
of states. In the nondegenerate limit we have 

N; 2D 

pokßT 

and the integration yields 

[np(E — n) — n?(E + eFd — ß 

(     E  \ (   E+eFd 
exp   - ——    - exp 

k?,T) \       kBT (6) 

A2 YeFd 
J^F) = eN2DMBm(eFdy + ri  for W>>Ä (7) 

Comparison between Eq. (4) and Eq. (7) exhibits that the expressions are identical if we 
set F = H/T. Note that the origin of r and F is completely different: r describes the 
relaxation time of electrons in the miniband while F is the energy width of localized 
states in the wells. Nevertheless, both result from scattering processes and one can 
explicitly show the equality F = H/T for scattering at (^-potentials [9]. From these 
observation we have found, that in the nondegenerate limit the simplified models for 
sequential tunneling and miniband conduction yield exactly the same relations if k^T > 
A/2, eFd. In particular the current density scales with the square of the miniband width 
and is inversely proportional to the temperature as observed in Ref [11] and Ref. [10], 
respectively. For a nondegenerate electron gas, one can similarly show that JmM = Jseq 

for /i > A/2, eFd (see Refs. [8]). Again comparison with the full quantum model 
indicates that both approaches are valid for /i > A/2, eFd, F. 

Note that all the approaches considered here treat scattering only in a phenomeno- 
logical way and do not properly take into account energy relaxation processes. Therefore 
a full quantitative agreement with the experimental data can not be achieved. Never- 
theless, we are convinced that the essential interplay between scattering and coupling is 
treated correctly and that we can draw conclusions concerning the applicability of the 
models. In particular we find that both miniband conduction and sequential tunneling 
are appropriate to describe the electric transport in superlattices if the energy width 
of the carrier distribution, Max(/i, k^T), is large compared to the scattering width, the 
potential drop per period, and the miniband width. 
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Abstract. The relation between the AC-admittance of single-mode electron waveguides is 
discussed in terms of the more complete scattering matrix of the same structure. For low fre- 
quencies, the admittance coincides with the series-inductance expressions in the literature. For 
higher frequencies the admittance shows resonances where it vanishes due to standing plasma 
waves. 

Introduction 

Electron waveguide devices are a class of devices thought of as candidates for future 
high speed electronics. Therefore it is natural that the AC behavior of these structures 
has attracted increasing attention. In some low frequency calculations [1, 2] reflected 
and transmitted modes yield capacitive and inductive contributions respectively. For a 
long single-mode electron waveguide as in Fig. 1(a), where the inductive contribution is 
dominant, these calculations will typically yield an admittance built up of the usual DC- 
resistance RQ = h/2e2 «13 kO in series with the kinetic inductance of the electrons 
in the waveguide yielding 

Y(UJ) = 1/[RQ+JUJIRO/(2VF)}, (1) 

where / is the length of the electron waveguide and VF is the Fermi velocity. 
Another manifestation of the dynamics in a single-mode electron waveguide or quan- 

tum wire are the plasma oscillations. These have been studied in for example [3, 4]. 
In contrast with the admittance calculations above most of these papers only consider 
infinitely long quantum wires, but on the other hand take the electrostatic environment 
of the structure into account (dielectric constant of the surrounding media, screening 
effects, etc). 

In [5], quite a different microwave-engineering approach was applied to the plasma 
waves, thus describing the plasma waves as voltage and current waves traveling on 
transmission lines. This approach also allowed us to calculate the connection rules at 
the interfaces to the reservoirs forming part of ordinary microstrip transmission lines. 
These connection rules were formulated in terms of scattering-matrices. 

The model developed in [5] also allows us to calculate the admittance. The object 
of the present paper is to do this and thus build a bridge between this microwave- 
engineering model and the concept of AC-admittance and thereby also relate the quan- 
tum inductance to the plasma waves. Apart from giving physical insight, this can also 
be used as a powerful tool for analyzing the hf-properties of electron waveguide de- 
vices. As an example we will use a long ideal single-mode electron waveguide at zero 
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Fig 1. (a) Electron waveguide of length L between two reservoirs, (b) Transmission-line equiva- 
lent of the structure. 

temperature. For low frequencies, the admittance obtained in this way is the same as 
the series quantum inductance formula. For higher frequencies, the expressions differ, 
yielding resonances where the admittance vanishes, since standing wave patterns form 
in the electron waveguide. 

1   The voltage wave scattering matrix of an electron waveguide 

We will now consider the electron waveguide as a micro-wave engineering 2-port where 
incoming voltage waves are partly reflected, partly transmitted to the other port. We 
will also derive the scattering matrix describing this. In the electron waveguide the 
signals propagate as plasma waves described in [5]. The propagation velocity of these 
waves was there found to be vp = ^/l/(AotCtot) where Ltot = Lg + RQ/(2vF) is the total 
inductance per unit length which is a sum of the ordinary magnetic inductance Ls and 
the kinetic inductance RQ/(2VF) and VF is the Fermi velocity. In the same manner, the 
total capacitance per unit length is formed by the ordinary, electrostatic capacitance to 
the nearby conducting plane Cg and the quantum capacitance due to the reduced density 
of states Ctot' = Cg

_1 + [2/(ä0VF)]
_1

. The boundary condition for the plasma wave 
at the interface between the electron waveguide and the reservoir (that forms the first 
part of the connecting microwave transmission line) was also derived. The result was a 
transmission-line equivalent where a characteristic impedance for the electron waveguide 
ZQ = \/(Aot/Ctot) was introduced and a contact resistance of RQ/2 represented the 
junction. The total transmission-line equivalent for the electron waveguide connected 
between two microwave transmission lines then consists of a transmission line with 
ZQ representing the electron waveguide between the RQ/2 resistors connecting to the 
ordinary transmission lines. See Fig. 1(b). This model then gives the scattering matrix 
S relating ingoing and outgoing waves V+ and V^ at the structure: 

£) = (££)(£)■ 
Using standard microwave-engineering analysis S is calculated from this model: 

,-2jkl 

S\ l — S22 
'&+%?-%- [f-ze)2-zl e 

  (3) 
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S]2 = Sl] = *J^k ,4, 
where 

:i+e-Jk>)(^+ZQ)+(l-e-Jkl)Zc 

:i-e-Jk')(^+Zo)+(l+e-^)ZQ 2 (5) 

If we choose reasonable values [5] ZQ = 2R0, Z0 = 100 O, the reflection Su stays 
within 1.5% from unity and that the transmission |Si2| oscillates between 0.7% and 
1.5%. The small transmission is due to the impedance mismatch between the ordinary 
transmission line and the electron waveguide. The corresponding measurement can 
be done with a microwave network analyzer. Measuring for example on a split gate 
structure, the ground of the hf-probes would be put in contact with the gate metal, 
while the signal leads would be put in contact with the ohmic contacts at the electron 
reservoirs. 

2   Relation between the scattering matrix and the AC-admittance 

The S-parameters relate incoming and outgoing voltage waves on the connecting trans- 
mission lines and since these waves are related to voltages and currents, we can use the 
S-parameters to calculate the admittance. Let waves with opposite signs impinge on 
the two ports Vf = — F2

+. Making use of the symmetry of the device we can calculate 
the voltage across the structure: V = Vx - V2 = 2(V+ + V~) = 2K+(1 + Sn - Su). 
In the same manner the current can be written as / = /] = —h = {V^ — Vf)/Z0 = 
V^(\ — S\\ + Su)/Za. This yields the admittance 

Y — — —     1    1 — £ll +£l2 /fiN 
~ V~ 2ZQl+Sn-Su 

U 

This expression is the admittance in the sense that it relates voltage across the struc- 
ture with the current into it. Also a measurement set-up with micro strips transmitting 
the micro-wave signal to the electron-waveguide contacts would yield such an odd exci- 
tation (Fj+ = —V2). There is however room for some discussion on the validity of this 
expression. Note that the net in Fig. 1 (b) actually has 4 leads if we count the ground, 
and since there is a capacitive coupling to the ground it is not self-evident that the above 
expression is the correct one. Other excitations (e.g. V^ = V2

+) yield other result, but 
Vf = -F2

+ has the nice property of yielding the same current in port 1 as in port 2. 
Inserting the expressions for the scattering parameters (3, 4) into (6) we obtain the 

admittance 

7(W) = [RQ+j2ZQt<m{M/2)Y (7) 

Note that the characteristic impedance Z0 of the transmission lines used for the mea- 
surement cancels. Assuming a linear dispersion for the plasma waves k = io/vp the 
expression coincides with (1) for low frequencies since (Zg/)/vp = Ltotl « lRQ/(2vf) 
since the magnetic inductance is negligible. Both expressions are illustrated in Fig. 2. 
We see that the expression derived in this paper oscillates due to the standing plasma 
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Fig 2. Real and imaginary part of the admittance of the structure in Fig. 1. 

waves that form in the electron waveguide. At some frequencies both the real and the 
imaginary part of the admittance vanish. When kl reaches 2-7T the curve repeats itself, 
again yielding a real admittance of I/RQ. For a 10/i long electron waveguide with a 
plasma velocity vp as low as 105 m/s the deviation from (1) would be seen already at 
a few GHz. 

In conclusion, the relation between the admittance and the plasma oscillations, was 
investigated using a microwave-engineering approach where the voltage wave scattering 
matrix was used as an intermediate step. This approach proved to be a useful tool in 
finding the high frequency admittance of an electron-waveguide structure. 
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Abstract. Spectral and spatial distributions of phonons generated in a quantum wire by a 
transport current are investigated as a function of the voltage across the nanostructure and the 
gate voltage. We start with consideration of the simplest case of a uniform nanowire which 
connects two thermal reservoirs. Then the role of the leads is discussed. It is shown that both 
spectral and angular distributions of emitted phonons depend significantly on the bias voltage. 
Studies of phonon generation allows one to determine the electron-phonon coupling constant in 
ballistic devices. 

Electron-phonon interaction leads to absorption and emission of phonons by the elec- 
trons in quantum wires. In the equilibrium there is a detailed balance between the emit- 
ted and absorbed phonons. However, out of equilibrium, the distributions of electrons 
penetrating into a biased quantum wire from the leads are characterized by different 
chemical potentials. Therefore the phonon emission prevails over the absorption. The 
generation rate of the phonons at a given frequency to propagating along a given direc- 
tion is a specific function of the bias voltage. Knowing this function one can determine 
electron-phonon coupling constant, get information about the device shape, etc. 

As we will see, at a small bias voltage only the transitions within one mode of 
transverse motion are allowed, while at large voltages the interband transitions are also 
possible. Consequently the voltage dependence of the generation rate is a step-like 
function. The threshold voltages are directly related to the band gaps between the 
modes of transverse quantization, while the generation rates at the plateaus are related 
to the electron-phonon coupling constant inside the nanowire. It is important to note 
that in this way one can study electron-phonon interaction in nanowires. 

The edges of the channel play a specific role. Namely, if the channel's shape is 
smooth enough, one can describe the situation in terms of a position-dependent band 
structure [1]. We will show that the phonons with a given frequency and propagation 
direction can be generated only near specific points where the local energy and quasi- 
momentum conservation laws are met. Consequently, the phonons emitted from the 
edges bear information about the position-dependent band gaps between the modes of 
transverse quantization. 

Uniform channel 

In a uniform channel, the electron states are ip„p(r) = Z-1//2x„(r^) exp(ipx/h), where 
L is a normalization length close to the physical length of the wire, x is the longitudinal 
and r_i_ the transverse direction, p is the x-component of the electron quasimomen- 
tum, and x«(rJ-) is the wave function of transverse quantization, the energy being 
£«(/>) = e° + p2'/2m. Here m is the electron effective mass, and eQ

n = e„(p = 0) is the 
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bottom of the n -th transverse band. The matrix element for phonon-induced transitions 
is C„„'(qj_) = (x„'\exp(-iq±r±)\xn), where q is the phonon wave vector. For the 
phonon-electron collision operator one gets [2] 

dNq 

dt coll 

2 ^   ' dip Wq |C„„,(qx)|2 [/»,„+»* 0 -fn>P)(Nq + 1) 
mr 

-fn'p(l - fn,p+hqjNq] S[e„(p + %x) - €„> (p) - flUJq} . (1) 

Here d£p = dp/lirh, A is the cross section of the channel, while the factor 2 comes 
from the summation over electron spin (we assume all the transition probabilities to 
be spin-independent). The coupling coefficient W for the piezoelectric coupling is 
Wq = (-7T/pu)q)[4ireßqjqvi/eqq]2. Here e is the electron charge, ßiti„ is the tensor of 
piezoelectric moduli (which is symmetric in the last two indices), e,v is the tensor of 
dielectric susceptibility, and v is the polarization vector (that is the unit vector along the 
elastic displacement u) of the phonon with the wave vector q. The index q indicates the 
projection of a tensor on the q direction, while p is the mass density. For the deformation 
potential interaction we have W = 7rA2q2/pu)q, where A is the deformational potential 
constant for the phonon branch under consideration. 

Let us investigate the consequences of the energy and quasimomentum conservation 
e„(p + Hqx) - e„i(p) — ftwq = 0. For the solution of this equation, p„„>, one has 

Pnn> = (m/cos0)(s-A„„//%) - (1/2)%cos 0 , (2) 

where s = to/q is the sound velocity, 0 is the angle between q and the x-axis, and 
A„„' = eQ

n — eQ
n,. Consequently, the delta-function in Eq. (1) can be expressed as 

(m/hq\ cos0|) 8{p—pn„i). Following Landauer-Büttiker-lmry (see e.g. [4]), we consider 
a semiconductor quantum channel connected to two reservoirs, each in independent 
equilibrium. Thus the equilibrium distribution functions are f„ (p) = p- ' [en(p) ± 
eV/2 — ß], where /' ^ is the Fermi function. 

Consider the transitions involving a phonon with a given x-component of the wave 
vector, qx > 0. Such a phonon can be emitted by transition 1 from the state having 
positive initial momentum p + hqx to the state with negative momentum p (see Fig. 1, 
left). As is usually accepted [4], the initial and final states are determined by the 
Fermi functions with chemical potentials p,^ = p ± eV/2 and the same temperature 
T. For n = n', the solution p„n> of Eq. (2) is «-independent and equal to p\ = 
ms/ cos 0 - (1/2)% cos 0. So the n = n' part of the collision term for T = 0 (or, to be 
more specific, fkoq > k^T) can be rewritten as 

dt 

mW, 

coll 
7rAr™qllos0l E |C«»(q±)|2 %(+) - e„(*,)] %„(/>,) - p^} .    (3) 

where k\ = p\ + hqx = ms/ cos 0 + hqx/2. One can easily see that a current-carrying 
channel can generate phonons, the phonon generation being restricted to the fre- 
quencies 2ms2/h < u)q < eV/h. In the right panel of Fig. 1 the angular dependence 
of the phonon emission rate is shown for different bias voltages. The typical rate 
is K = Wq/2-KÄhs. Assuming 4irß2/eps2 = 4 x 1(T4, j = 3x 105 cm/s, e=10, 
A = 10-12 cm2, q = 6ms/h, m = 0.07mo, we get 1Z « 5 x 1011 s_1. It is seen that the 
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Fig 2. Left: Phonon emission in a nonuniform channel by a transition from a propagating to a 
reflected electron state. The transition is localized around the point x*. Right: Phonon emission in 
a nonuniform channel by a transition between two oppositely directed propagating states. There 
are two transition points. 

character of the angular dependence is changed at the threshold. The phonons can also 
be emitted by interband transitions. Qualitatively the angular dependences are similar 
to the case of intraband transitions, but the threshold values of voltage are shifted. 

Nonuniform channel 

Now consider an adiabatic nonuniform quantum channel with the width depending on 
coordinate x. The electron wave functions for such channels can be subdivided into two 
categories - the propagating states and the reflected states on each side. An important 
simplification is that at qL >• 1 one can employ the stationary phase approximation 
for estimation of the transition probabilities. As a result, it is the local conservation laws 
at the stationary phase points x* that enter transition probabilities. Let us again assume 
T = 0. Then the only possible phonon-generating processes are the ones shown in 
Fig. 2 

For a transition of the kind in Fig. 2, right, there will in fact be two transition points, 
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Fig 3. Dependence of the generation rate (left) and its voltage derivative (right) on bias voltage. 

one on each side of the constriction The corresponding two parts of the transition 
amplitude give rise to the interference term 2{1 + sm[ip(x*) - <p(—x*)]} where ip is 
the phase of the transition amplitude. Fig. 3 shows the dependence of the generation 
rate on the bias voltage that results from such a term for a set of typical parameters. 
As eV = /iW - /i^ increases, more and more phonon emitting transitions become 
possible, and so the rate increases. 

In conclusion, we have calculated the rate of phonon generation by a current-carrying 
quantum channel. It is shown that the spectral and spatial distributions of emitted 
phonons bear information both on electron-phonon coupling in the vicinity of the device 
and on characteristics of the electron spectrum. 

V. L. Gurevich is grateful to the University of Oslo for hospitality and financial support 
of this work. His work was also partially supported by the Russian National Fund 
of Fundamental Research (Grant No. 97-02-18236-a). H. Totland is grateful to the 
Norwegian Research Council for financial support. 
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Electron velocity modulation under lateral transport in the 
weakly-coupled double quantum well structure 
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Abstract. Large electron velocity modulation was found under lateral transport in the GaAs/ 
AlGaAs weakly coupled quantum well structure. It manifests in extremely strong dependence of 
the lateral conductance on the transverse electric field (gate voltage) as well as in the step-like 
shape of the lateral current on the lateral (source-drain) voltage. 

Introduction 

The lateral transport properties of the coupled quantum wells are subject of wide in- 
vestigation in connection with the search for the conductance modulation mechanisms 
that would not change the carrier concentration in the conducting channel. If the aver- 
age number of carriers in the conducting channel of the structure remains constant the 
high-frequency limit of conductance modulation increases as the channel capacitance 
needn't be recharged. 

Structures and measurements 

The structure consisted of two GaAs quantum wells separated by Alo.3Gao.7As barrier of 
500 A width. The lower non-doped quantum well QW1 of 200 A width was combined 
by AlGaAs barrier layers, while upper triangle one QW2 was formed in Si-dopped GaAs 
cap layer near barrier interface. The electron mobilities at 300 K were about 8500 and 
1500 cm2/Vs for the QW1 and QW2 respectively. Sheet carrier concentration in the 
conductive channel was about 1012cm~2. Samples for measurements were prepared in 
the field effect transistor configuration with a Shottkey barrier gate, its length and width 
being 15 and 50 /im respectively. Ohmic contacts were formed by alloying of Au- 
Ge-Ni euthectics so that to provide reliable contact to both quantum wells. Normally 
open channel was driven by negative gate voltage. The lateral current dependences 
upon transverse electric field (gate voltage) and lateral potential difference (source- 
drain voltage) were measured at 77 and 300 K. 

Experimental results 

Transistor channel conductivity dependence on the gate voltage was found to be non- 
monotonic for source-drain voltage higher than 0.6 V at room temperature (Fig. 1). 
Drain potentials are equal 0.1, 0.7, 1.25, 1.75, 2.25, 3.5, 4.5 V for curves 1-7, respec- 
tively. The transconductance increases up to extremely high value of 6 A/V at 4.5 V, 
and small auto-oscillations of lateral current are observed. The effect of the gate po- 
tential on the structure conductance significantly decreases as the temperature drops to 
77 K. Figure 2 shows the dependences of the lateral current on the source-drain voltage, 
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Fig 1. The channel conductance dependence on the gate voltage. The curves are plotted 
for the following source-drain voltages: (curve 1) 0.1 V; (curve 2) 0.7 V; (curve 3) 1.25 V; 
(curve 4) 1.75 V; (curve 5) 2.25 V; (curve 6) 3.5 V; (curve 7) 4.5 V. 

the gate potential being 0, -0.8, —1, —1.2, -1.5 V for the curves 1-5, respectively. 
Sharp increase of the lateral current occures at the drain potential, corresponding to the 
transconductance sign inversion. Saturation of the current is observed at higher drain 
potential. At the highest source-drain voltage the current drops again for some samples 
(curves 2 and 3). 

Model 

We explain the results by the electron tunneling between connected in parallel quantum 
wells with different saturation velocity of carriers in high electric field. Electron velocity 
saturates as a result of carrier heating, because lateral electric field magnitude exceeds 
3 kV/cm. Field distribution along the structure differs for two quantum wells due to 
their different distance from the gate. Therefore, large potential difference between the 
wells occurs in the vicinity of positive electrode (drain), being comparable with lateral 
potential drop of the structure. The barrier between the wells becomes transparent for 
tunneling at high (up to 105 V/cm) electric field, that leads to redistribution of the wells 
currents and to the modulation of the structure conductance. Figure 3 shows the result 
of calculations of the first quantum level and Fermi level positions along the structure 
in QW1 and QW2. They was obtained from simultaneous solution of 2D Poisson and 
drift-diffusion equations. The drain and gate potentials were taken to be 3 and -IV 
respectively. 

The main mechanism of the current leakage between the wells is supposed to be 
thermal excitation of the carriers to the higher quantum levels and their further tunneling, 
because drive effect significantly decreases as temperature drops to 77 K. Also, the 
transition from QW2 to QW1 through the AlGaAs barrier is caused by the carriers 
overheating by the lateral electric field. The potential difference between two wells can 
be increased by drain voltage increase or by gate voltage decrease. Electron transitions 
to the lower quantum well with higher saturation velocity lead to the increase of the 
channel conductance. It causes non-monotonic drain current dependency on the gate 
voltage (Fig. 1) and current jumps in 1-V characteristics (Fig. 2) as well. The effect 



80 Transport in Nanostructures 

< 
B 

6 

•S ?|_ 

3 
o 

C/J 

n£-—i— 

J=300K 

0 12 3 4 5 
Source-drain voltage (V) 

Fig 2. I-V characteristic of the channel. The curves are plotted for the following gate voltages: 
(curve 1) 0 V; (curve 2) -0.8 V; (curve 3) -1.0 V; (curve 4) -1.2 V; (curve 5) -1.5 V. 

is amplified by the positive feedback between tunneling electric current and transverse 
potential difference. 

Thus, conductance modulation of proposed GaAs/AlGaAs structure with two quan- 
tum wells is the result of coupling in high electric field, which is produced by drain 
voltage and controlled by a small change of gate voltage. The investigated phenomenon 
can be used for the development of p-type field effect transistor simulators (channel 
is opened by negative gate bias) with high transconductance, carriers being electrons 
instead of holes. 

8        12       16      20      24      28 
Length (|im) 

Fig 3. Calculated positions of the first quantum level and Fermi level along the structure in QW1 
and QW2. The drain and gate potentials are 3 and — 1 V respectively. 
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Fabrication and electron transport properties of 
superconducting-normal metal (ballistic) nanostructures 

G. M. Mikhailav and I. V. Malikov 
Institute of Microelectronics Technology & High Purity Materials of RAS, 
142432, Chernogolovka, Moscow District, Russia 

Experiments with ballistic weak link, where coherent Andreev's reflection may taken 
place, are of great interest. Recently, such type experiments were carried out using high 
electron mobility 2 DEG of semiconductor heterostructures contacted to the supercon- 
ductors [1, 2]. Developing of monocrystalline metallic nanostructure fabrication capable 
ballistic electron transport [3] makes it possible to fabricate superconductor-normal 
metal (ballistic) structures, including also heteroepitaxial multilayered nanostructures. 
In this report we present for the first time the experimental realization of that and also 
the first results on electron transport investigation of S-N nanostructures fabricated. 

Fabrication includes as a first step epitaxy of monocrystalline refractory metal films 
(5-200 nm thickness) on r-plane sapphire by Laser ablation deposition under UHV 
(Fig. 1). Process was also extended to the epitaxy of bilayered (Mo/Nb) films, grown 
by sequential deposition of the metal on substrate, kept at 700°C. 

Fig 1. Equipment setup for metal film deposition. 1—s.S. pulse laser (W = 0.16 J, / = 20 Hz, 
T = 15 ns, A = 1.08/im), 2—crystal KTP, 3—interference filter, 4—glass plate, 5—light filter, 
6—mean power photometer, 7—pulse photometer, 8—focusing lens (<j) = 0.9 mm), 9—ultra high 

-,-9 vacuum chamber (P = 2 x 10     Torr), 10—rotating target, 11- 
for specimen with thermocouple, 12—shutter, 13—window. 

-heating table (T = 25-900°C) 

Using the deposition method developed, high quality (001) monocrystalline films 
(Mo, Nb and Mo/Nb) were successfully grown. RHEED measurements for structural 
characterization, supported also by AFM experiments for film morphology investigation 
showed that the films grown have bcc crystal structure with low, about 1 monolayer, 
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Fig 2. Thickness dependence of effective elastic EMFP in heteroepitaxial (001) Nb/Mo (circles) 
and Mo (squares) films. Superconducting transition temperature dependence on the thickness 
of bilayered Nb/Mo (001) films with equal thickness of the layers (triangles) is also shown. 
The Mo/Nb (001) films exhibit superconducting transition at Tc = 8.7 K, which is close to the 
Tc = 9.2 K of individual (001) Nb film. It decreases to 5 K for the film thickness low than 
100 nm and is near a constant for higher thickness. 

roughness of outer surface. They posses large enough elastic mean free path (EMFP), 
which exceeding the film thickness more than one order. Effective EMFP, estimated 
from experimentally found residual resistance ratio, is depicted in the Fig. 2 for Mo/Nb 
films with equal layer thickness, and also for Mo films as a function of the film thickness. 
As can be seen, EMFP for heteroepitaxial Mo/Nb films is comparable to that of the 
individual monocrystalline Mo films. 

Fabrication of monocrystalline metallic nanostructures, including heteroepitaxial bi- 
layered (Mo/Nb), was carried out using subtractive electron lithography and Al na- 
nomask developing (Fig. 3). This approach helped to avoid the degradation of high 
electron mobility achieved in initial monocrystalline films due to its epitaxial growth. It 
was found that effective EMFP in nanostructures fabricated depends on the structure 
width and thickness and is ranged from 500 to 250 nm. It is only about 2 times lower 
than that of initial films with corresponding thickness. We believe that it is mainly due 
to the following reasons — small screening length in metals and also due to the grazing 
electrons, which defined electron conductivity [4]. It drastically differs from the case of 
semiconductor nanostructures, where during nanofabrication EMFP may be decreased 
in one-two orders in compare to initial 2DEG. As a result an effective EMFP in metallic 
monocrystalline nanostructures is only two-tree times lower than that in semiconductor 
nanostructures [1], also effective EMFP of metallic films grown is lower in one-two 
order than for 2 DEG of high quality. The other advantages of refractory metal nanos- 
tructures are in the property, that they keep thermal annealing up to 800° C or even 
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Fig 4. 7i,2—^4,3 current-volt curve for cross-type heteroepitaxial Mo/Nb (001) nanostructure at 
T = 8 K. Schematic drawing and numbers of the terminals are shown in the inserting. The width 
of the structure is 300 nm and the thickness is 120 nm. 

higher. It decreases concentration of radiating defects entered into the monocrystalline 
film during nanofabrication. 

Within experimental approach monocrystalline heteroepitaxial nanostructures of brid- 
ge-, cross- and ring-type with spatial resolution down to 100 nm were fabricated, in 
which EMFP is compare to or exceeding of the structure length. In Fig. 4 volt-current 
curve of heteroepitaxial Mo/Nb (001) nanostructure is shown. At the current lower than 
1.9 mA the nanostructure is in the superconducting state. For the current exceeding crit- 
ical current the slope of the curve, which defined the bending resistance (R\, = U^/I\^, 
where numbers of the terminals are shown in the inserting to the Fig. 4), is negative, 
proving realization of ballistic limit in electron transport [3]. Besides, the well seeing 
steps in I-V curve were also found. The critical current for nanostructure investigated is 
greater than 6 mA at 4.2 K. It corresponds to the current density exceeding 108 A/cm2. 

To fabricate nonplanar S-N structures, the monocrystalline Mo (001) nanostructure 
with EMFP = 400 nm was fabricated by the method described above.   After that, 
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Fig 5. Differential resistance of the nanostructure, normalized by resistance in normal state, as 
a function of potential difference between Nb islands at T = 4.2 K. Schematic drawing of the 
structure is shown in the inserting. 

additional lithography process and deposition of Nb islands at the distance of 400 nm 
were carried out. Since Nb was deposed after cutting of high vacuum there is oxide in 
the Nb-Mo interface. The structure fabricated is S-I-N (ballistic )-I-S type, where S — 
superconductor (Nb), I — insulator (oxide) and N — normal metal (Mo). Its electrical 
resistivity is shown in Fig. 5. 

The large peaks at about 5 mV should be considered as quasiparticle injection [1], 
while the structure at potentials lower this value is due to Andreev's reflection of both 
ballistic and diffusion electrons [1, 2]. 
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One-dimensional miniband transport in doped GaAs/AlAs superlattices 
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SP, Brasil 

Evidence of the crucial role of random fluctuations of the well size in vertical transport 
in doped GaAs/AlAs superlattices with broad minibands has been obtained by both 
Fourier-transform reflection spectroscopy and C-V measurements. The samples with 
different density of free electrons and, as a consequence, with different filling of the 
miniband were examined. 

It turned out that even monolayer fluctuations of the periodicity, or random fluctua- 
tions of the impurity potentials, which are unavoidable, can cause a partial localization 
of electrons providing one-dimensional conducting channels where the periodicity is 
conserved, and through which the electron transport across the superlattice would oc- 
cur. 

This was found to be the reason why, instead of the constant vertical conductiv- 
ity (independent of the electron density) predicted by the theory to occur when the 
Fermi energy exceeds the miniband width, a drop of the conductivity giving a metal-to- 
dielectric phase transition was observed. 

The percentage of the electron states localized in the lowest miniband was de- 
termined in the superlattices with different electron concentrations and with different 
miniband widths. This showed the increase of a number of the localized states with 
increase of the electron concentration and with decrease of the miniband width. 
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Coulomb interaction and charging effects in conductance of mesoscopic 
quantum wire structures 
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Ryazino, Moscow district, 141120, Russia 

Abstract. Electron transport in a quantum wire structure is investigated with comprehensive 
account of Coulomb interaction which includes both the direct interaction of electrons with each 
other and their interaction via the image charges induced on the leads. The Coulomb interaction 
is shown to change significantly the electron density distribution along the wire as compared with 
Luttinger liquid model. Under DC conditions, it causes the charge density to strongly increase 
near to the contacts with the leads. Together with a proximity effect, this may be a reason of 
nonuniversal conductance quantization. AC conductance shows a resonant behavior caused by 
charge waves. The charge wave velocity is renormalized due to the Coulomb interaction in a 
frequency-dependent manner: the velocity increases noticably with decreasing the frequency. In 
the nonlinear regime, the conductance is significantly affected by the charge stored in the wire. 

Introduction 

Electron-electron (e-e) interaction becomes fundamentally important in one-dimensional 
structures. The interaction of ID electrons turns out to be so significant that the Fermi 
liquid concept breaks down. More adequate becomes a strongly correlated state known 
as Luttinger liquid (LL) with boson-like excitations [1]. But there are important prob- 
lems in application of this approach to actual quantum wire structures. First, the com- 
monly used LL model treats the e-e interaction as a short-range one, though in reality 
the Coulomb interaction is essentially nonlocal. Second, the conductance of mesoscopic 
quantum wire structure is substantially determined by the wire contacts with leads, so 
the interaction of quantum wire electrons with leads is to be taken into consideration. 
Third, when applied voltage is compared with the Fermi energy, the balance of electron 
flows through the wire breaks down giving rise to a charging of the wire. 

This paper aims to examine these problems and investigate phase coherent transport 
of electrons in a real situation of mesoscopic quantum wire structures with leads. 

1    Electron-electron interaction potential 

Mesoscopic structure under consideration consists of a quantum wire coupled to two 
bulky (2D or 3D) highly-conducting regions which serve as leads. The electron in the 
wire interacts with other ones both directly and via the surface charges which are induced 
by other electrons on the leads. The actual form of the e-e interaction potential U(x,xf) 
was obtained upon solving the Poisson's equation for electric potential generated by 
the charges localized inside the quantum wire with account of the highly conducting 
electrodes as equipotential surfaces. 

The potential U(x,x') decreases as U « l/\x — x'\ when inter-electron distance is 
larger than the wire radius a. In the middle part of the quantum wire, U(x = xf) ~ L/a, 
L being the wire length. In the vicinity of the contacts (x, xf —> ±L/2) U goes to zero 
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Fig 1. Distribution of the electron density (normalized by 2eVa/ {hvp)) along the quantum wire. 

due to screening effect of the charges induced on the surfaces. The behavior of this kind 
is quite general for the interaction potential independently of the lead configuration. 

2   Coulomb interaction effect on the charge distribution 

Transport of the interacting electrons in a quantum wire structure was investigated 
with using the bosonization technique which is the most appropriate to describe the 
low-energy excitations of ID electrons [1] and hence allows us to calculate the linear 
response to a voltage applied across the electrodes. 

The equation of motion were obtained from the bosonized hamiltonian with direct 
inclusion of backscattering processes [1, 2] 

(i+gl)7rIn\x,t) + (i-g,)(dx^y H = — I dxvF 

-e J dxp(x, t) <pex,(x, t) + —^  J J dxdx' (dx<£>) U(x,x') (dx>$) (1) 

were <E>(x, t) is the phase field corresponding to the charge excitations, Ii(x,t) is the 
momentum density conjugate to <£, gi is the backscattering parameter, ipext is external 
potential. <E> is related to the long wave component of the electron density p via: 
p = -dx$>/ir. 

We have developed [3] a method which allows one to solve exactly the equation 
of motion for the phase <E> in the case where the electrode surfaces are plains per- 
pendicular to the wire. The exact solution shows that the Coulomb interaction affects 
significantly the charge density distribution along the wire, especially at low frequency. 
DC distribution of the electron density is shown in Fig. 1. 

If the e-e interaction is absent, the charge density is distributed linearly with the 
distance (the dashed line in Fig. 1). The long-range interaction forces the charges to 
neutralize each other in the middle part of the wire. The LL approach with short-range 
interaction gives a linear distribution of the density versus the distance, which never can 
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Fig 2. Electron density distribution along the wire for a variety of frequency. The curves are 
labeled by numbers those are the normalized frequency U>L/(2TTVF). 

be fitted to the true result. Near to the contacts the actual value of \p\ is significantly 
larger and exponentially decreases with the distance from the contacts. 

DC conductance turns out to be equal to the universal step e2/h independently of 
the e-e interaction. However we have found that the conductance is determined by the 
electron density at the contacts with leads where this density is changed sharply. The 
proximity effect of the electron liquid inside the wire and the electrode should give 
rise to a change of boundary density. This can be a possible reason of nonuniversal 
conductance quantization observed in Ref [4]. 

When the frequency is increased, charge waves appear (Fig. 2) which propagate 
along the wire. In contrast with the LL model with short-range interaction, the charge 
wave velocity we have found, is noticably dependent on the frequency. This dependence 
is different from those obtained by Schulz [2] for infinite quantum wire. At low frequency 
the velocity renormalized by the Coulomb interaction is essentially larger than vF. With 
increasing the frequency above a characteristic value, to > [4irAe2vF/(ehL2)]^2 (A 
being a parameter determined by the interaction potential) the long-range interaction 
effect decays and v —> vF. 

3    Impedance of interacting quantum wire structure 

AC conductance is characterized by an oscillating behaviour of the real part of the 
impedance, ReZ, versus the frequency Fig. 3. The oscillations are caused by the charge 
wave resonances along the wire lenght [5]. Under the resonance condition the standing 
wave appears inside the wire. The time-dependent evolution of the electron density 
consists in flowing the electrons inside the wire from one part to another without passing 
through the contacts. As a consequence, the electric current component in-phase with 
the applied voltage is absent and the real part of both admittance and impedance goes 
to a low value restricted by a possible dissipation. The resonance frequency spectrum 
shows that the charge wave velocity decreases with the frequency. 
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Fig 3. Real part of the impedance versus the normalized frequency for true long-range interaction 
(—), LL approach with g = 0.63 ( ) and non-interacting electrons (• • •). 

4    Nonlinear conductance due to charging of the quantum wire 

When the applied voltage is compared with the Fermi energy, the conductance becomes 
essentially nonlinear due to the charging of the wire. The charge in the wire is a sum of 
the positive background charge and the charge of the electrons incoming from the left 
and right leads. Applied voltage suppresses the electron flow incoming from the anode 
lead which results in the positive charge becomes prevaling. The electric potential of the 
stored charge affects the electron flow injected from the cathode lead and incoming elec- 
tron density. Nonlinear electron transport is investigated by the self-consistent solution 
of the Schrödinger equation with an effective potential and the Poisson equation. 

The present investigation is supported by INTAS (Grant No. 96-0721), Russian Fund for 
Basic Research (Grant No. 96-02-18276) and Russian Program "Physics of Solid-State 
Nanostructures" (Grant No. 97-1054). 
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Abstract. Surfaces can be oxidized with the tip of a scanning probe microscope when applying 
a voltage between surface and tip. The oxidation process is voltage and humidity dependent, and 
can be explained in terms of anodic oxidation. The local oxidation allows the nanoscale patterning 
of doped silicon wafers as well as of metal films. In the case of silicon, the thin oxide layer can 
serve as an effective mask in a wet etching step. Sufficiently thin metal films (e.g., Ti or Al) can 
be completely oxidized down to the substrate, enabling the direct writing of nanostructures. 

1 Introduction 

The scanning probe microscope (SPM) has emerged as a powerful tool for modifying 
various surfaces at the nanometer scale [1]. While atomic manipulation is the ultimate 
goal, such a manipulation technique does not allow to fabricate stable structures under 
ambient conditions. On the other hand, the SPM offers a valuable alternative to the 
classical high-energy electron beam lithography. The low-energy beam, which is pro- 
duced by the tip of a scanning tunneling microscope (STM), allows to locally expose 
thin resist layers and obtain linewidths as small as 20 nm. 

The local oxidation of surfaces with an SPM was demonstrated for the first time 
by Dagata et al. [2]. These authors were able to transform a passivated silicon surface 
into a thin silicon oxide layer when applying a sufficiently large voltage between the tip 
of an STM and the Si surface. It was shown that the oxidation of the Si can also be 
achieved with the metallized tip of an atomic force microscope (AFM) [3]. The written 
oxide lines, which can be as narrow as 10 nm [4], can afterwards be inspected with the 
AFM, without inducing any further oxidation. The local oxidation of Si surfaces has 
been used to prepare a submicrometer side-gated MOSFET transistor [5]. SPM induced 
oxidation is also possible for various metal films which, when sufficiently thin, can be 
completely transformed into an oxide down to the substrate [6]. The local oxidation 
of Ti films has enabled the fabrication of a single electron transistor (SET) with lateral 
tunneling barriers [7]. Single-atom point contacts could be obtained by locally oxidizing 
an Al strip [8]. 

2 The local oxidation technique 

2.1    Theoretical background 

Since the local oxidation is performed under ambient conditions, a water layer is always 
present on the sample surface. When the sample is biased positively with respect to the 
tip, the surface starts to be oxidized when exceeding a treshold voltage. The oxidation 
process can be described in terms of anodic oxidation, with the water acting as an 
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Fig 1.   (a) Force versus distance curves for zero applied voltage and for V 
attractive force between tip and sample for different applied voltages. 

7 V.   (b) The 

electrolyte. Conventional electrochemical anodization requires a treshold electrical field 
~ 107V/cm for anodization [9]. Ionic diffusion of OH- or O- occurs through the 
oxide layer (the exact nature of the diffusing specie is not known) towards the interface 
with the non-oxidized part of the sample [10]. Since a condensed water layer acts 
as the electrolyte, the amount of water on the surface and hence also the humidity 
play an essential role. It has been found for both Si [11] and Ti [12], that an increase 
in humidity increases the size of the written oxide lines. Stievenard et al. [13] have 
suggested that the local oxidation is consistent with the Cabrera-Mott theory [14] of 
electrical field enhanced oxidation. Other experiments do, however, find deviations 
from the Cabrera-Mott model for the oxide growth [15]. 

2.2   Influence of the tip geometry 

The actual shape of the tip is important, since it determines the electrical field distribu- 
tion. On the other hand, prolonged use of the same tip results in a degradation of the 
tip shape due to wear. For an AFM the wear is a result of the attractive electrostatic 
force which appears between the tip and sample when applying a voltage. The force 
Fe] depends on the tip-sample distance z, the tip-sample capacitance C, and the applied 
voltage V: 

Fel 
dC 
dz 

V1 
(1) 

The presence of a water layer will cause an additional attractive capillary force Fcc 

resulting in a total attractive force 

Fat F cap 
dC 
dz (2) 

When operating an AFM in the contact mode, the attractive forces will not cause an 
extra deflection of the cantilever. The only possible way to measure the extra forces is 
an analysis of the force-distance curves: Starting in contact, the tip is retracted and at 
the same time the cantilever deflection is measured. At first, the repulsive force will 
decrease, decreasing the bending of the cantilever. Due to the attractive force, the tip 
will remain in contact, even when the repulsive force has become zero. The cantilever 
will start to bend the other way, pulling at the tip. As soon as the pulling force equals 
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Fig 2. Width (a) and thickness (b) of Si oxide lines which have been written with an AFM at 
different applied voltages. The open and closed symbols refer to the results obtained with two 
different AFM tips. 

the attractive forces, the tip will suddenly loose contact (snap out). Increasing the 
applied voltage, increases the attractive force. A typical result, which has been obtained 
in Leuven for a Ti film, is shown in Fig. 1(a). The attractive force is obtained from the 
difference between the snap out force and the force acting at long distances, i.e., F = 0. 
At zero voltage, the small deflection is entirely due to Fcap. Plotting the attractive force 
against the applied voltage, clearly reveals a V2 dependence, as illustrated in Fig 1(b). 

3    Patterning of silicon wafers 

3.1 The local oxidation process 

For our experiments, we have used n-type, (100) oriented Si wafers with a resistivity of 
lOmOcm. Before starting the oxidation process, the silicon surface has to be cleaned 
and the native oxide needs to be removed. This can be done by immersing the sample 
in a bath of hydrofluoric acid (HF). The native oxide layer is etched away and replaced 
by a mono-atomic passivation layer which consists of H atoms attached to a clean Si 
surface layer. Next, a positive voltage is applied under ambient conditions between 
the Si and a Ti coated AFM tip. We have written lines with different voltages. After 
reducing the voltage back to zero, the written oxide lines are imaged with the same 
AFM tip. As shown in Fig. 2, there exists a threshold voltage (about 3 V) below which 
no oxide is formed. The oxide thickness is approximately 3 nm for an applied voltage of 
10 V. The local oxidation can also be performed with an STM. We have written oxide 
lines for different values of the tunneling current which is maintained constant during 
the scanning process. No current dependence could be observed, consistent with an 
anodic oxidation process. 

3.2 The etching process 

Due to the different etching speed of the silicon oxide when compared to the silicon, the 
written oxide patterns can be used as an effective mask in a wet etching process. Using 
TMAH (tetra-methyl ammonium hydroxide), a selectivity of 1000 can be achieved [16], 
allowing to easily transfer the written pattern into the silicon wafer. There also exists a 
difference in etching speed between the (100) and (111) directions, causing the lines 
to be etched under an angle of 55° for a (100) oriented surface. In order to write 
more complicated structures, one needs to be able to move the tip along a predefined 
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um 

Fig 3. AFM picture of a mesoscopic lion obtained by local oxidation with an STM and subsequent 
etching of a Si wafer. 

pattern (vector scan). We have made the necessary adaptions of the electronics and 
the software of our SPM system (Park CP) to obtain an improved control of the tip 
motion. The structure shown in Fig. 3 has been written with the STM and imaged with 
the AFM after etching. 

4    Local oxidation of Ti films 

While the silicon oxidation technique usually involves two or more steps for the fabri- 
cation of conducting mesoscopic structures, the oxidation of Ti can be used as a direct, 
single step patterning process. When using a thin Ti film, one can fabricate the desired 
pattern by oxidizing completely through the film, thus separating the conducting regions 
by an oxide. 

4.1 The oxidation process 

Ti films having a thickness between 5 and lOnm have been deposited onto oxidized Si 
substrates by dc magnetron sputtering. The local oxidation of these films is performed 
with an AFM with diamond coated tips (resistivity 2.5mOcm, thickness 100 nm). TiOx 

lines are written at different scanning speeds and for different voltages applied between 
the Ti film and the tip. Figure 4(a) shows the variation of the height of the oxide 
line when moving the AFM at different speeds. The height changes linearly with the 
logarithm of the writing speed [15]. Figure 4(b) shows the dependence of the height 
of the lines on the applied bias voltage. The treshold voltage above which we start to 
write oxide lines turns out to be in the vicinity of 5 V for the diamond coated tips. 

4.2 Fabrication of narrow Ti lines 

In the inset of Fig. 5(a) we show a schematic view of our process for fabricating very 
narrow Ti lines. Combining electron beam lithography and lift-off techniques, we first 
prepare a wider Ti line (width WQ = 2 /im). Next, the width of the line is gradually 
reduced by oxidizing the outer parts of the line with the tip of our AFM. During the 
oxidation process the tip is scanned back and forth along horizontal lines (see arrows in 
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Fig 5. (a) The resistance change AR of a Ti line when reducing its width w with the local 
oxidation technique (see inset), (b) AFM picture of the Ti line after the oxidation process. 

the inset of Fig. 5(a)), reducing the metallic Ti gap to a width w. During the oxidation 
process the resistance of the remaining metallic Ti line is continuously monitored. The 
change in resistance AR is plotted against the width of the remaining gap in Fig. 5(a). 
Starting from the larger widths w, the resistance continuously increases with decreasing 
width. The data can be fitted using the simple relation 

AR 
1 1 p          

a   \w     WQ 
(3) 

with p the resistivity of the Ti film, L the length of the constriction and d the thickness 
of the Ti film. 

When the resistance reaches 30 kO, the oxidation is stopped by turning off the voltage 
and the fabricated Ti line can be imaged with the AFM. The topographical image is 
shown in Fig. 5(b). The brighter areas correspond to the oxide, while the darker areas 
correspond to the non-oxidized parts of the Ti film. The width of the remaining Ti line 
is 74 nm. 
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1 Introduction 

Moore's principle predicts that beyond the year 2010, the typical structure dimensions 
of electronic memory devices will fall below 70 nm. Apart from the necessity to de- 
velop suitable lithographic techniques for mass production of sub-100-nm features, the 
sole reduction of the structure dimensions (top-down approach), while maintaining the 
present-day device architecture, will result in physical obstacles, making the invention of 
novel designs for future devices indispensable. It what follows, we report on novel con- 
cepts for the fabrication of a single-electron transistor (SET) and a quantum-interference 
transistor (QUIT), respectively. 

2 Novel concepts for functional devices 

2.1    Single-electron transistor 

An approach will be to use metallic nanoparticles with sizes below 30 nm as individual 
building blocks for the synthesis of novel functional devices by the controlled arrange- 
ment of the nanoparticles in a step-by-step fashion (bottom-up strategy). Deposited on 
suitable substrates, nanoparticles can be imaged, characterized, and manipulated using 
scanning probe microscopes (SPM) [1]. Fig. 1 shows an example for the atomic force 
microscope (ATM) assisted synthesis of a chain-like structure (Fig. lb) of 20-nm-sized 
colloidal Au particles previously randomly deposited on a natively oxidized Si substrate 
(Fig. la); both images cover a range of 560 nm x 560 nm. Nanoparticles of less than 
10 nm in diameter have successfully been used in studying single-electron phenomena, 
revealing pronounced steps in the scanning tunneling microscope (STM) recorded I-V 
characteristics at room temperature [2]. Moreover, by analyzing I-V curves taken on a 
pair arrangement of Ag nanoparticles deposited on a Si(lll):H surface, an interaction 
of the two neighboring particles has been observed, most likely as a result of a mutual 
capacitive and/or resistive coupling [3]. 

Based on these experimental findings, nanoparticles are employed as individual build- 
ing blocks to design devices having outstanding electrical properties which in turn can 
be tailored according to specific desires. Doing this, first the nanoparticles are ran- 
domly deposited on Si substrates covered with a several 100-nm-thick SiC>2 layer. On 
top of the SiÜ2, electrodes are patterned by electron-beam lithography, followed by 
a metallization process and lift-off techniques. As a particularity, these electrodes are 
electrically interrupted by a gap of only a few 10 nm in width, thus forming source and 
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Fig 1.   20-nm-sized Au particles on a SiC>2 substrate, (a) initially randomly distributed and 
(b) after alining them with an AFM. 

drain contacts. With the AFM, suitable nanoparticles can be selected and controllably be 
arranged within this gap region, so that the nanoparticles may electrically bridge source 
and drain. By using a three-electrode configuration (source, drain, and gate), where the 
gate couples capacitively to the particle arrangement, the pathway for electrons can be 
opened and closed, respectively, depending on the voltage applied to the gate electrode. 
More importantly, the electrical properties of this device can subsequently be modified 
by easily rearranging preselected nanoparticles with respect to their neighbors. The 
synthesized configuration represents a tunable prototype SET. 

Referring to specialized applications, metallic lines in the 10-nm-range can directly 
be deposited in any desired pattern by locally decomposing an organometallic precursor 
in the electron beam provided by the tip of a STM operated in an ultra-high vacuum 
environment [4]. Following the decomposition of the precursor molecules, the metallic 
component is predominantly deposited onto the substrate surface and the remaining 
organic fragments are pumped off. While scanning the tip over the sample, 20-nm- 
wide conducting lines can be fabricated with lengths in the mm range (Fig. 2). 

2.2    Quantum-interference transistor (QUIT) 

Arranging the nanoparticles within the gap region of the three-electrode system in a ring 
structure results in the formation of the classical Aharonov-Bohm configuration. The re- 
sultant diameter of the assembled circle actually depends on the size of the nanoparticles 
used, but can be as small as a few 10 nm — overall dimensions which are not available 
with conventional lithographic techniques. Contacting this ring structure to source and 
drain properly allows electrons to wend their way along two possible pathways. If the 
total length of both pathways is shorter than the mean-free path or coherence length in 
the respect material, the wave nature of moving electrons are expected to give rise to 
interference phenomena. In particular, the electron wave properties might be affected in 
one branch, e.g., by applying an appropriate voltage to the gate electrode, thus providing 
an opportunity to switch between destructive and constructive interference. 

An alternative device structure might be to use an AlGaAs/GaAs heterostructure, at 
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00 nm 

Fig 2. Two tungsten lines written onto a Si(lll):H surface with the help of the field-induced 
decomposition of W(CO)ö under the tip of a STM. The lines show a width of 20 nm and are 
some 800 nm in length. 

which the AlGaAs capping layer is as thin as 30 - 40 nm in order to have the buried 
two-dimensional electron gas as close as possible to the surface. With the help of 
electrodes deposited on top and connected to a voltage source, the electron gas can be 
pre-confined to form a one-dimensional wire. If the AlGaAs material can locally be 
decomposed or even evaporated, this will result in the formation of a potential barrier 
in the one-dimensional electron channel. Being smaller than the width of this channel, 
the electrons are allowed to wend their way around this potential barrier, possibly 
also resulting in the development of interference phenomena. Indeed, it has recently 
been demonstrated that by using a laser grating method, structures of 300 nm can 
be fabricated owing to a laser-induced local decomposition of III-V semiconductors 
[5]. Detailed analyses show that the photon energy is mainly deposited in near-surface 
regions. Preliminary experiments using a STM revealed that by applying single-voltage 
pulses, 100-nm-wide pits can be formed in GaAs. Upon optimizing this process, 
the size of these features may significantly be reduced, thus making the 10-nm-range 
accessible. 

3    Concluding remarks 

Of course, it is usually a tough route to demonstrate the functionality of laboratory- 
built devices, but, hopefully, nanoparticles in conjunction with the unique capabilities of 
SPM provide a promising potential to pave the way for fabricating devices in terms of a 
bottom-up technology. Notwithstanding the feasibility of SPM in forming nanometer- 
scale structures, it should be kept in mind that the coherence length of electrons at room 
temperature is extremely small and typically falls below 10 nm, so that the operation 
of devices whose function is based on coherent transport is supposed to be limited to 
the very low-temperature regime. 
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Abstract. In this work we present the results of low-temperature STM investigation of AmBv 

semiconductors surface in situ cleaved along (110) plane. On topographic STM images we have 
found surface charge structures. The possibility of their observation depends on the STM tip apex 
charge state. We have observed peaks in local tunneling conductivity spectra Energy position 
of these peaks as well as the energy position of band gap edges changes with distance from the 
defect. Experimental data points to the existence of interacting induced charges localized both 
on STM tip apex and defects on the surface or in nearest subsurface layers. 

With accumulation of experimental data the correspondence of experimental tunneling 
conductivity spectra and unperturbed sample electron density of states become of great 
importance [1]. This problem is especially actual with temperature decreasing when 
tunneling and relaxation rates can be comparable [2]. As it was shown in [3] non 
equilibrium electron distribution can occur. Such distribution leads to the appearence 
of tunneling bias voltage dependent localized charges. In present work we show the 
importance of localized charges mutual influence by means of STM/STS investigation 
of clean GaAs monocrystals (110) surface. 

All STM measurements were carried out using home build low temperature STM 
with in situ sample cleavage mechanism [4] at temperature 4.2 K. Heavily doped 
(n ~ 5 x 1017cm-3) with tellurium semiconductor GaAs crystals have been investi- 
gated in our experiments. Electrical ohmic contacts were deposited by thermodiffusion 
method on specially cut samples. Samples were cleaved along (110) plane after cool- 
ing down to 4.2 K in pure He atmosphere. This procedure provided clean surface for 
at least 10 days. Because of relatively low samples conductivity STM measurements 
were carried out with tunneling current values in 10 pA range. Spectroscopic data was 
obtained by means of Current Imaging Tunneling Spectroscopy (CITS). Tunneling con- 
ductivity curves averaging over surface area gives high signal to noise ratio for numerical 
evaluation of differential conductivity spectra. 

: ..* m •■■»■* *f \ y \ »1, 

*« > ** > 

Fig 1. Topographic STM images of tellurium atom on (110) GaAs surface at temperature 4.2 K. 
Area 5.8 x 5.8 nm, tunneling current 20 pA. Tunneling voltage: (a) — 1.5 V; (b) +1 V; (c) +0.5 V. 
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Fig 2. Tunneling conductivity spectra near tellurium atom on (110) GaAs surface at temperature 
4.2 K. Insert depicts the image of surface area 5.8 x 5.8 nm in size where spectroscopic data was 
acquired. Each curve is the result of averaging over surface area which is marked by numbers. 

For clear understanding of experimental results the direct comparison of surface 
defects topographic STM images at different values of tunneling bias voltage with local 
spectroscopy data is of great interest. Topograms of GaAs surface near the defects are 
depicted in Fig. 1. According to the common view [5] such type of defect is doping 
atom residing on the surface. Note some specific features of these images. STM image 
of doping atom is about 2 nm in diameter. The contrast of dopant image changes with 
variation of tunneling bias voltage from +1 V to +0.5 V. At negative sample bias the 
dark ring appears around impurity atom. 

We suppose that topographic images behaviour is determined by charge effects which 
is confirmed by the shape of normalized density of states curves presented in Fig. 2. 
Each curve is the result of averaging over surface area which is marked by numbers on 
the insert. Let us mention the main features of tunneling conductivity curves. First, the 
measured band gap edges position near the defect differs from its flat surface region 
value. Second, the set of peaks around the defect exists in voltage range from -1 V 
to 0 V, which is absent above flat surface. Third, there is tunneling conductivity peak 
in the bias range -1.5 V to -1 V. The position and height of this peak depend on a 
distance from the defect. 

It is obvious that charge interaction strongly depends on the distance between 
charges. Fig. 3. depicts topograms and spectroscopic data measured near impurity 
atom in the second subsurface layer. Contrary to STM images of surface impurity sub- 
surface atom image does not change its contrast. At the same time the ring structure 
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Fig 3. Tunneling conductivity spectra near tellurium atom in second subsurface layer at tem- 
perature 4.2 K. Insert depicts the image of surface area 7.3 x 7.3 nm in size where spectroscopic 
data was acquired. Each curve is the result of averaging over surface area which is marked by 
numbers. Tunneling current 20 pA, tunneling voltage —1.5 V. 

still exists. 
Tunneling conductivity behaviour also differs in the case of subsurface defect. There 

are peaks near the defect as it was before, but the energy position of the peaks does 
not change with the distance from the defect. The amplitude of one peak (around 
— 1.2 V) increases while the amplitude of another one (around -0.7 V) decreases with 
increasing of the distance from the defect. The first one become dominant above flat 
surface. 

We consider that tunneling conductivity peaks in band gap can be connected with 
Coulomb interaction of doping atoms states and induced charges, localized on STM 
tip apex. As it was shown in [6] on site Coulomb repulsion of localized electrons of 
Hubbard type is very important. Such interaction can considerably change the energy 
values even for deep impurity levels. As a result strong dependence of level energy on 
tunneling bias voltage appears. 

Experimentally measured tunneling conductivity peak position does not coincide 
with the bulk value of unperturbed doping impurity energy levels. Experimentally 
obtained tunneling conductivity is not determined by simple convolution of sample and 
tip densities of states, especially if finite relaxation rate of nonequilibrium electrons is 
taken into account. 

Another remarkable example of charge effects existence is Friedel oscillations ob- 
servation near isolated charged defect.  If the distance between neighbouring defects 
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Fig 4. Topographic STM images of (110) GaAs surface area at temperature 4.2 K. Area 
41 x41 nm, tunneling current 40 pA. Tunneling voltage —1.5 V. Image gray scale corresponds to 
0.05 nm. 

is comparable with screening length (about 10 nm in case of GaAs) superposition of 
Riedel oscillations from different defects can appear. So nontrivial charge structures 
can be formed on the sample surface (Fig. 4). For GaAs tip-sample separation (about 
0.5 nm) does not exceed the radius of enhanced charge area around the defect (more 
than 2 nm). So, the induced charge on STM tip apex plays the same role as the defect 
charge. Thus the charge states on the tip modifies experimentally observed distribution 
of electron density and corresponding STM image of Friedel oscillations. Apparently 
this is a reason why STM images on Fig. 4 and Fig. 1 are different. On the last one 
only one the most intensive ring is visible. 

In conclusion, experimental STM/STS data are strongly influenced by induced charge 
interaction which considerably modifies initial unperturbed sample density of states. 

The work in Moscow has been supported by the Russian Ministry of Research (Sur- 
face atomic Structures, grant 95-1.22; Nanostructures, grant 97-1086) and the Russian 
Foundation of Basic Research (RFBR grants 96-0219640a and 96-15-96420). The 
work at the KULeuven has been supported by the Fund for Scientific Research — 
Flanders (FWO) as well as by the Flemish Concerted Action (GOA) and the Belgian 
Inter-University Attraction Poles (IUAP) research programs. The collaboration between 
Moscow and Leuven has been funded by the European Commission (INTAS, project 
94-3562). 
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Abstract. Substitutional donor Snca atoms in the near surface region below the GaAs (110) 
cleaved surface were observed by ultrahigh vacuum STM. Surface Sn atoms were observed as 
localized features, whereas subsurface Sn atoms have delocalized nature with the mean width 
of 2.5 nm. For an atom, elementary act of surface diffusion was observed and surface diffusion 
coefficient at room temperature was evaluated. 

Development of nanostructure technology for semiconductor devices requires to 
control distribution of dopants with nm-resolution. A lot of efforts have been done in 
investigation of electrically active dopants in GaAs by cross-sectional scanning tunneling 
microscopy [1-5]. Although p-type dopants in GaAs were intensively studied, especially, 
Be in epitaxial layers [1], Be delta-doped layers [2], Be in modulation-doped structures 
[3], and Zn in bulk material [1, 4], among n-type shallow impurities only results for Si 
in GaAs were published [5]. 

In this paper, we present the first atomic resolution observation of individual Sn 
atoms (donor impurity) in GaAs. 

Tin(Sn)-doped (1 x 1018 cm"3) n+ GaAs substrates grown by liquid encapsulated 
Czochralski technique were used as samples for STM imaging. For experiments we 
used a JEOL4200 UHV STM. The samples were cleaved in situ in an ultrahigh vacuum 
STM chamber at a pressure of 6 x 10-10 Torr. Obtained this way, atomically fiat 
GaAs (110) surface has low densities of defects, which do not pin the Fermi level at 
the vacuum-semiconductor interface [6]. Electrochemically etched and backpolished 
[7] tungsten tips were used. Before loading W tips were treated by hydrogen electron 
cyclotron resonance plasma at a pressure 3.5 mTorr for 30 min to clean and passivate 
the tungsten surface [7]. All STM images were taken in the constant current mode with 
tunneling current 0.1 nA at a sample bias -3 V (filled-state image). The barrier potential 
was determined for the regions of imaging by measuring current-tip displacement (I-s) 
characteristics, as well as current-voltage (I-V) characteristics were measured to assure 
the tip and sample surface cleanliness. 

Fig. 1 shows a large-scale STM image on the (110) GaAs surface, where atomic 
corrugation in direction perpendicular to [110] is clearly seen, moreover, random white 
features 1.5-4.5 nm in size are also observed. These delocalized features are very similar 
to those observed in [5] for Si doped GaAs and attributed to subsurface Si in various 
subsurface layers. Different subsurface Sn features at the same bias can have different 
apparent height and width, which were measured by profiling across the features. Mean 
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Fig 1. Large-scale image of a cleaved GaAs (110) doped with Sn. Random white (delocalized) 
features correspond to subsurface Sn donors (7 = 0.1 nA, V = — 3 V). Arrow shows [110] 
direction. 

1 nm 

Fig 2. Filled state image of a Sn (localized) atom on the top layer of cleaved GaAs (110) doped 
with Sn (/ = 0.1 nA, V = -3 V). 

value of the height for the Sn from the first subsurface atomic layer is equal to 0.23 nm 
with standard error 0.016 nm, but the width was varied within the range of 1.5-4.5 nm. 

At the same time it is possible to observe localized objects on cleaved GaAs (110) 
surface (Fig. 2). For the Si-doped GaAs (110) surface, calculations indicate [8], that 
the extra electron of the Si substitutional at a Ga site on the surface is localized around 
the Si atom, creating a surface Sioa defect, which was observed as localized feature by 
STM imaging [5]. We believe that localized features in Fig. 2 corresponds to Sn atom 
located on the top layer of the surface similar to observation for Si doping in [5]. 

During our experiments all Sn subsurface atoms were stable, but we observed some 
additional moveable elements. Figures 3 and 4 illustrate a jump of an atom from, marked 
by lower arrow place in the figures to that, marked by upper arrow. Both images were 
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made from the same sample area (as a confirmation of this statement, it should be 
noted two black features as markers on the top and left-bottom parts of the figures). 
Besides, one could see new element formation. Instead of white feature (lower arrow, 
Fig. 3), black feature appears at the same place after 7 min exposure in vacuum at room 
temperature (Fig. 4). During 7 min of this experiment we made 4 images (first three 
images were analogous to Fig. 3, showing stable experimental conditions and minor 
influence of the tip scanning on the feature jump). 

■■HE 

A 
V 

* 

Fig 3.  STM image of the GaAs cleaved surface with a movable feature (the starting and the 
ending places of a jump are indicated by arrows). 

'-# 

afe 

Fig 4. STM image of the area shown in Fig. 3 after 7 min exposure in vacuum at room temper- 
ature. The jump of an atom and a new element (black feature) formation are clearly seen. 



108        Scanning Tunnelling Microscopy: Nanostructure Formation and Characterization 

Prom the distance between the features (1 nm) and the time period (7 min) we can 
calculate the "diffusion coefficient" D = 2 x 10-17 cm2/s, which reflects the elementary 
act of the surface diffusion at room temperature. We do not know data for surface 
diffusion of dopants for GaAs (110) at room temperature, therefore, we will try to 
evaluate the surface diffusion coefficient using data for Si as a dopant. If one extrapolates 
the data for bulk diffusion of Si in GaAs [9] from high temperatures to 300 K, one can 
have an evaluation of bulk diffusion coefficient 10-21 cm2/s. Surface diffusion coefficient 
is 3-4 orders of magnitude higher in comparison with bulk one at the same temperature 
[10] and have analogous temperature dependence (a decade decrease per 100°C). As a 
result, surface diffusion coefficient of Si for GaAs (110) should be 10~17—10™18 cm2/s, 
which is in rather good agreement with the above calculations. Thus, we can conclude 
that elementary acts of surface diffusion of dopant atoms could be observed at room 
temperature for reasonable time period. 

This work was supported by a KVA grant of the Royal Swedish Academy of Sciences. 
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Recently, spin electronic states have been found to play an important role under a 
scanning tunneling microscope (STM) environment [1]. Spin-polarized tunneling has 
been reported to be observed [2, 3, 4]. Circularly polarized laser beamed on a zinc- 
blend crystal such as GaAs excites electrons to spin-polarized states. This mechanism 
has been applied to a Spin-Polarized (SP) STM. Spin-polarized electrons excited in an 
STM tip tunnel from the tip to the sample surface and are transferred to the unoccupied 
electronic states of the sample surface with allowed spin states according to the selection 
rule. Detecting such a tunneling process by STM, we are able to observe surface spin 
electronic states. On the other hand, in the nanostructure of a surface or in a molecule, 
spin electronic states may reveal magnetic properties [5, 6, 7]. Extremely high spin 
states may indicate ferromagnetism [6]. 

Fig 1. A cluster model for a GaN tip with a Ga atom at the apex in the crystallographic axis 
(111). 

For these systems, the low spin state do not necessarily give the lowest energy. We 
may be able to design and create nanostructures which have such high spin. In the 
nanostructure of an STM tip, can electrons be spontaneously spin-polarized due to its 
geometry? In this study, we will show spin electronics states of GaN tips first and discuss 
spin polarizability in the nanostructural III-V compound tips. We constructed cluster 

109 



110        Scanning Tunnelling Microscopy: Nanostructure Formation and Characterization 

Fig 2. A cluster model for a GaN tip with a Ga atom at the apex in the crystallographic axis 
(100). 

models for STM tips to investigate spin electronic structures of tips comprised of III-V 
compound materials, using molecular orbital first principles calculations (see Figs. 1 and 
2). We used for the models the bulk atomic distances of the corresponding crystalline 
tips in the zinc-blend structure and terminated the dangling bonds with hydrogen atoms 
to reproduce the spin electronic states of the crystalline tips. We employed Unrestricted- 
Hartree-Fock calculations with relativistic effective core potentials. At the apexes of the 
tips with the axes parallel to the crystallographic axes (111) and (100), electron spins are 
polarized at the lowest energies. Especially, in case of a GaN tip with a Ga atom at the 
apex, nearly 10% of the electrons in the valence band are spin-polarized. We performed 
the above computations for the rest of III-V and some of II-VI comound material tips. 
It suggests that spin polarizability grows as the difference of electronegativities of the 
elements of a compound increases and can be enhanced by creating a highly symmetric 
nanostructure of the tip due to Jahn-Teller effect. 
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Recently, finite-size effects in the electrical transport properties of dilute magnetic alloys 
have attracted a lot of attention [1]. For very dilute Kondo alloys (concentration c ~ 
100 ppm) the spins of the conduction electrons tend to screen the spin of the magnetic 
impurities, inducing a non-magnetic state below the Kondo temperature TK. Intuitively, 
one expects that the Kondo scattering of the conduction electrons is strongly affected 
as soon as the sample size becomes of the order of the Kondo screening cloud. For 
a typical Kondo alloy such as AuFe with TK « 1 K, the size of the Kondo screening 
cloud should be a few micrometer, implying that finite-size effects can be conveniently 
studied in thin AuFe films which have been patterned using electron beam lithography. 
Some experiments have indeed revealed a pronounced depression of the logarithmic 
increase of the resistivity at low temperatures when decreasing the sample thickness or 
width below 1 /im. Another experiment, involving our laboratory in Leuven, failed to 
observe any size effect down to 40 nm. Experiments on nanometer size point contacts 
indicated a strong increase of the Kondo temperature when reducing the contact size 
below 10 nm [2]. Theoretical calculations predict that the size effects may be closely 
related to the anisotropy of the local magnetic moments which is induced by the sample 
boundaries in the presence of spin-orbit scattering [3]. Theory also indicates that the 
amplitude of the size effects is affected by disorder [4] as well as by surface roughness [5]. 

Size effects have also been investigated in more concentrated (c ~ 1 at.%) spin-glass 
alloys [6, 7], where at lower temperatures the logarithmic increase of the resistivity 
caused by the Kondo effect becomes dominated by a resistivity decrease due to the 
spin-glass freezing process. Size effects, which can be strongly affected by uncontrolled 
changes in the disorder [7], appear for sample sizes below lOOnm. These effects maybe 
related to variations in the RKKY interaction strength as well as to a transition towards 
a lower dimensionality for the freezing process. 

In this contribution, we will demonstrate the possibility to study size effects in thin 
films of AuFe spin-glass alloys by investigating the differential conductance near the 
Fermi level with low-temperature scanning tunneling spectroscopy (STS). As confirmed 
by point contact experiments, the voltage dependence of the differential conductance 
can be directly linked to the temperature dependence of the resistivity [8]. The STS 
measurements provide the unique possibility to probe possible spatial variations of the 
size effects. Moreover, combining the STS measurements with topographic scanning 
tunneling microscopy (STM) images of the surface may allow to check the influence 
of the local surface roughness on the spin scattering processes. 
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Fig 1. (a) STM image obtained at 300 K of a pure Au film with a thickness of 30 nm. The 
scanned area is 148 nm x 148 nm and the greyscale corresponds to height variations of 16 nm. 
The tunnel current has been fixed at 200 pA, and the sample bias at 200 mV. (b) STM image 
obtained at 300 K of a AuFe film with a thickness of 23 nm and an Fe concentration of 2.65 at.%. 
The scanned area is 144 nm x 144 nm and the greyscale corresponds to height variations of 17 nm. 
The tunnel current is fixed at 500 pA, and the sample bias at 50 mV. 

Fig 2. (a) STM image of the AuFe film measured at 5 K. The scanned area is 82 nm x 82 nm and 
the greyscale corresponds to height variations of lOnm. The size of the square is 20 nm x 20 nm. 
The tunnel current is fixed at lOpA, and the sample bias at 10 mV. (b) STM image of the region 
inside the black square marked in Fig. 2a. 

Our experimental results, which are discussed in this contribution, have been ob- 
tained for a thin AuFe film with a thickness of 23 nm and an Fe concentration of 
2.65 at.%. The film is produced by co-evaporation onto an oxidized silicon substrate. 
Topographic STM images of the AuFe thin film obtained at room temperature clearly re- 
flect the polycrystalline film structure with a grain size of the order of the film thickness. 
The grains composing the film obviously have a different shape and size distribution 
when compared to the structure of a pure Au film with a comparable thickness of 30 nm 
and deposited onto an oxidized silicon substrate (see Fig. la and Fig. lb). On the other 
hand, the root mean square roughness of both films turns out to be the same (2.4 nm). 
Additional STM experiments for different Fe concentrations will be needed to obtain a 
better understanding of the influence of Fe impurities on the film morphology. 

We have also performed measurements of the AuFe film surface at 5 K with a 
low-temperature tunneling microscope. The details of our home-built microscope have 
been described elsewhere [9]. Fig. 2 shows STM topographical images at two different 
magnifications of the AuFe film surface.  We have measured in detail the I(V) char- 
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Fig 3. Normalized conductance {dl/ dV) / {I/ V) curves for the AuFe thin film measured at 
different magnetic fields. The curves have been obtained by numerical differentiation of the I{V) 
curves and have been averaged over 25 x 25 points located within a square area of 20 nm x 20 nm 
(see Fig. 2b). 

acteristics at 5 K for the area corresponding to the image in Fig. 2b. Fig. 3 shows the 
normalized conductance curves, dl/dV /(I/V), which have been obtained by numerical 
differentiation of the I(V) curves. The curves in Fig. 3 have been averaged over 25 x 25 
different points located inside the square of 20 nm x 20 nm. Fig. 3 also demonstrates the 
influence of a perpendicular magnetic field. The dip near the Fermi level is gradually 
destroyed when increasing the magnetic field. 

Point contact spectroscopy has confirmed that the temperature dependence of the 
resistivity, p(T), is very similar to the voltage dependence of the normalized differen- 
tial resistance dV/dI(V/I), i.e., the inverse of the normalized differential conductance 
plotted in Fig. 3, provided the thermal energy is replaced with the voltage across the 
STM junction [2]. The dip appearing in Fig. 3 below 10 mV reflects the resonant Kondo 
scattering near the Fermi level. An additional sharp spin-glass maximum, which is ex- 
pected to appear near V = 0, is absent, probably due to the limited voltage resolution 
of our STS measurements. The destruction of the Kondo dip in Fig. 3 by a magnetic 
field is consistent with the destruction of the Kondo effect by a magnetic field as soon 
as ßBB > kBTK, with ßB the Bohr magneton. For sufficiently high magnetic fields, the 
Zeeman splitting of the electron energy levels inhibits the spin-flip scattering processes. 

The results in Fig. 3 also reveal an asymmetry in the differential conductance about 
zero field. When applying a sufficiently large magnetic field, the asymmetry vanishes. 
A similar asymmetry has recently been observed in point contacts [10] as well as in 
mesoscopic spin-glass alloys [11]. This asymmetry can be linked to the anomalous 
thermopower in dilute magnetic alloys [12]. 

Figure 4 shows normalized conductance curves, (dI/dV)/(I/V), for 3 different po- 
sitions on the surface of the AuFe film at magnetic fields of 2 T and 5 T, respectively. 
Again, the curves have been obtained by numerical differentiation and have been av- 
eraged over 25 x 25 points within a square of 20 nm x 20 nm. Although the Kondo 
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Fig 4. Normalized conductance (dl/dV)/ {I/V) curves for 3 different positions on the AuFe 
film at magnetic fields of 2 T and 5 T, respectively. The curves have been obtained by numerical 
differentiation of the I{V) curves and have been averaged over 25 x 25 points located within a 
square of 20 nm x 20 nm. 

dip is consistently destroyed by a magnetic field, the amplitude of the dip apparently 
depends on the position. More detailed experiments are needed to establish a closer 
link between the amplitude of the Kondo dip and the local film morphology (local film 
thickness) On the other hand, systematic measurements as a function of the AuFe film 
thickness may allow to clearly identify intrinsic size effects. 
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Introduction 

The atomic force microscopy (AFM) is a power tool for various surface objects imaging 
and characterisation in nanometer scale [1] including surface heterogeneity imaging [2]. 
The resolution up to several nanometers in the scanned plane can be realised with a 
sharp enough probing tip while the relief height resolution may be as high as several 
Angstroms. AFM also enables to make manipulations of nanometer scale with the 
surface objects. In [3] we reported on the results of the tunnelling electron microscopy 
study of COO fullerene monolayer structure formed by Schaefer horizontal lifting from the 
fullerene-surfactant mixture. In this paper we report on the results of AFM investigations 
of COO fullerene-indopane monolayers. 

Experimental 

The fullerene-indopane layers 

^^NH—CH —CH2^ 
(£4 | I 
^^H CH3 ^- 

were deposited on a highly oriented pyrolytic graphite (HOPG) wafer by Schaefer 
horizontal lifting [4] from a water without any surfactant. For the comparison the 
samples were prepared by the horizontal lifting from the pure fullerene layer on the 
water surface. Silicon cantilevers with about 10 nm tip radius for AFM measurements 
were used. The tapping mode of operation was exploited. To measure the height of 
a layer we applied contact AFM mode and used the tip as a micromanipulator for 
deleting the adsorbed fullerene molecules from the part of the scanned area. Then we 
again scanned that fragment of the layer using the tapping mode of operation. 

Results 

Figure 1 represents the relief of a sample with deposited fullerene-indopane monolayer. 
It shows that the continuous layer is formed. The phase contrast signal is almost constant 
over the same fragment which confirms the homogeneity of the scanned area. The 
fragment with the deleted strip of the layer is shown in Fig. 2. The width of the strip is 
about 80 nm. That enables to estimate the mean thickness of the layer as about 2 nm 
which corresponds to several fullerene-indopane monolayers. The thickness of the layer 
is not quite uniform, the scale of the observed knobs is about 10-20 nm in plane and 
of 0.5-2.0 nm in height. 

Figures 3 and 4 show the AFM tapping mode images of a HOPG wafer surface 
after lifting from the pure fullerene layer on a water surface. 
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Fig 1. AFM relief image of fullerene-indopane monolayer on HOPG. 

Fig 2. AFM relief image of fullerene-indopane monolayer on HOPG with the deleted strip of the 
film. 

One can see fullerene clusters with the size of about 100-200 nm in plane and of 
20-30 nm height both in the surface relief image of Fig. 3 and the phase contrast picture 
of Fig. 4. The phase contrast image indicates that the interaction between the tip and 
the surface atoms over clusters differs from that over the free area and thus confirm 
that they are of different substance. 

Conclusion 

We have shown that the AFM enables imaging and characterization of fullerene mono- 
layered surface structure. Micromanipulation in nanometer scale in the AFM contact 
mode is realised. The tapping mode of AFM operation and phase contrast technique 
proves very effective for layered surface structures study. The AFM investigation reveals 
a continuous fullerene-indopane film with a thickness of several molecular diameters. 

The work was partially supported by Russian Research Program "Atomic Surface 
Structures", project 97-3.22. 
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Fig 4. Phase contrast image of the same area 
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Abstract. Light induced conformational transformations of the of naphthacenequinone (NQ) 
molecules ordered in LB films are observed by means of scanning tunneling microscopy (STM). 
The distinct peak in local density of electronic states is detected which is characteric for the 
2-dimential character of conductivity. Additional subband of electronic states has been found for 
NQ molecules in form A and not found in form B. The constant height STM images of individual 
molecules in the form A demonstrate an additional fine structure that indicates the conformational 
transition of molecules from A to B form. This transition is connected with the transfer of the 
phenoxy group from one oxygen to another and probably leads to shutdown some of tunneling 
channels. 

1    Introduction 

Photochromic molecules attract considerable and permanent interest due to their capa- 
bility for reversible changing of their absorption and fluorescent spectra under irradiation 
at different wavelengths. In view of the development of new generation of ultra-high 
density optical data storage based on the use of photochromic molecules it is important 
to reveal fundamental mechanisms that lead to modification photohromic molecules 
characteristics (espesially organized in Langmuir-Blodgett (LB) films) under explosure 
to light. Properties of the photochromic molecules embedded either into polymeric 
matrices or other media (liquid crystals, solutions etc) essentially depend on their en- 
vironment. Langmuir-Blodgett technique permits to produce photochromic molecular 
structures packed with ultra high density on the surface of a substrate. LB films are typ- 
ical two-dimensional (single layer films) or three-dimensional (multilayer films) ordered 
assemblies. Evidently, one expect that photochromic molecules incorporated in highly 
ordered LB films should exhibit the behavior that is not typical for free molecules or so- 
lutions. However, very little is known about physics aspects of photochromic reactions 
in LB films. 

For particular molecules photo isomeric changes can be observed by means of pre- 
cise methods based on scanning probe microscopy (such as scanning tunnel microsco- 
py/spectroscopy—STM/STS, scanning force microscopy—SFM etc.). These methods 
in principal allow one to study electronic properties [1,2] and topology of particular 
molecules and their variations, caused by external optical irradiation, on a substrate 
surface with atomic resolution. 
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Form A 

Fig 1. Schematic structure of two conformational forms (A and B) of 6-phenoxi-5, 12- 
naphthacenequinone molecules which occur during photocoloration (A —> B) and photobleaching 
{B —> A) reactions. 

2    Experimental 

To study the changes of electronic properties of NQ molecules and their possible con- 
formational modifications during photochemical reactions we used STM and STS tech- 
niques. Molecules were deposited on a HOPG substrate using Langmuir-Sheffer tech- 
nique to form different numbers of ordered molecular layers. Expected modification 
of naphthacenequinone molecular structure under transformation from para-form (form 
A) to ana-form (form B) is shown in Fig. 1. Variations of molecular properties in mul- 
tilayer thin films caused by light irradiation may change the initial density distribution 
of electronic states, what be detected in STM and STS experiments. 

In our experiments the photochemical reaction was initiated by light passed through 
interference filter with transmission maximum at 400 nm for the direct reaction {A —> B) 
and at 480 nm for the back reaction (B —> A). We used the incandescent lamp as 
a light source. After the interference filter radiation traveled through the wave-guide 
and than entered the tunnel gap of scanning tunneling microscope. Such a scheme has 
allowed to follow the changes of electronic properties of NQ molecules in processes of 
forward and reverse phototransitions by means of STM and STS methods. 

LB film was transfered on the HOPG substrate under pressure of 5 mN/m. Average 
transfer coefficient (k) was equal to 0.84. We have found that LB films of naph- 
thacenequinone molecules (1-40 monolayers) are capable to form the stable ordered 
structures on a surface of HOPG. The value of area occupied by each molecule is in 
the order of 2-2.3 nm2 and is in a good agreement with the value of 2.7 nm2 obtained 
from 7T - S isotherm at the deposition pressure. Distance between molecular rows 
is in the range 0.58-0.6 nm and that between molecules in the row is 0.38-0.4 nm. 
Measurements of local density of electronic states of LB films have revealed a peak 
close to zero of bias voltage. In the approximation of a strong coupling it corresponds 
to the 2D character of differential conductivity of LB film and points to the existence 
of long-range interaction between molecules [3]. 

Another set of experiments have dealt with the investigation of LB film conductivity 
behavior during photoreactions. Substantial variation in the local density of electronic 
states for forward photoreaction has been observed for three-layer LB film. It is found 
that the form of the differential conductivity curve is significantly modified during pho- 
toisomerization. Upper graph depicted at Fig. 2 shows strong asymmetry of the curve 
for form A. There exist an additional contribution to at Ut < 0 in relation to form B, 
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Fig 2. Dependence of differential conductivity of LB film on tunneling voltage (3 monolayers) 
before and after direct photoreaction. o-A-form ; D-B-form. 

Fig 3. STM current images of the same portion of 3-layer naphthacenequinone LB films, a) form 
A, It(x,y): 3.4 nmx2.2 nmx0.14 nA, b) form B, It(x,y): 3.4 nmx2.2 nmx0.08 nA 

while the dependencies of LB film conductivity of A and B forms at Ut > 0 are rather 
similar. Such additive to the tunnel state density points to the origination of additional 
subband in the range of non filled electronic states of these LB films. 

We have also studied the STM current images of individual molecules in NQ LB 
films. STM constant height images of 3-layer LB film corresponding to forms A and B of 
naphthacenequinone are presented in Fig. 3. Images (a) and (b) represent the selected 
site of the surface before and after direct photoreaction. Both pictures are registered 
under the same initial parameters: Ut = -150 mV; It = 0.4 nA. In these experiments 
we have found the spatial distinctions in STM current images of every molecule in LB 
layer for form A and B. These distinctions are clearly seen from Fig. 4 where current 
image sections of A and B forms of NQ molecules are depicted. The sections were get 
along the similar directions 1 and 1' (see Fig. 4) for the same molecules. As seen from 
Fig. 4, STM constant height image of 6-phenoxi-5,12-naphthacenequinone molecules in 
form A has ~ 0.1«^ amplitude, while the current amplitude for molecules in form 
B is ~ 0.04 nA. Besides, the STM current image of molecules in form A possess an 
additional fine structure ( see peak shifted to the edge of the molecular image). This 
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Fig 4. STM current image cross-sections according to arrows in Fig. 3. Curves 1,1' correspond 
to directions 1, 1' at Fig. 3. 

peculiarity is connected either with topological conformational transition of molecule 
or with the occurrence of additional tunneling channel after molecular conformation. 
To our opinion, the observed transition is due to oxygen bonding transfer that leads 
to occurrence of additional tunneling channel and, in ordered molecular system of LB 
film, to occurrence of additional subband. 

3    Conclusion 

We have demonstrated the direct observation of differential conductivity changes of NQ 
LB films under photochemical reaction by STM/STS methods. Unusual behavior of 
the differential conductivity of the molecular film probably corresponds to additional 
monotonous density of vacant states of the sample as a result of photoreaction and 
can be referred to conformational modification of naphthacenequinone molecules. The 
distinction in the STM constant height images of individual NQ molecules in different 
forms has been found that demonstrates the conformation transition during photoiso- 
merization. 

This work was financially supported by Memory Devices Inc. of the Constellation Group 
GmbH (Austria), partiaraly by the Russian Ministry of Research (Nanostructures, grant 
97-1086, Surface atomic Structures, grant 95-1.22) and the Russian Foundation of Basic 
Research (RFBR grants 96-0219640a and 96-03-32867). 
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Transport in a two-dimensional electron gas (2 DEG) experiencing a random magnetic 
field has lately attracted intensive attention, due in large part to its relevance to the 
properties of the half-filled Landau level. One of the interesting features of the system 
is the absence of any time-reversal symmetry, which would, for example, preclude weak 
localization. The delocalization problem in a random magnetic field system has been 
studied in [1-4]. 

In this paper we report on measured fluctuations of the asymmetric part of the 
Hall conductance in small samples (2x2 /zmx/zm) with a dimpled 2 DEG. This 
type of structures provides an experimental alternative for studying a spatially varying 
magnetic field, since only the magnetic field perpendicular to the surface will affect the 
electrons confined in the topologically dimpled heterojunction [6]. Previously, we have 
reported on universal conductance fluctuations in such structures [5]. It is found, that all 
interference effects can be considered as interference between random walk trajectories 
through a random, sign alternating magnetic field. The correlation properties of UCF 
in a random field are governed by the second order corrections to the flux through 
the closed loops. Here we find, by interchanging of current and voltage leads, that 
fluctuations Hall resistance violates the Onsager relation, Rxy(B) ^ Ryx(—B), and thus 
the fluctuations of the antisymmetric part of the extracted Hall conductance are not 
equal to the fluctuations of the Hall conductance found when inversing the magnetic 
field. We also find that the amplitude of the antisymmetric part of the extracted Hall 
conductance is of the order of e2/h, as predicted for a random magnetic field. 

Samples were fabricated employing overgrowth of GaAs and Alo.3Gao.7As materials 
by molecular beam epitaxy on prepatterned (100) GaAs substrates. Details of sample 
preparation and description of devices were reported in [6]. Samples with periodicity 
of dimples d = 1/zm and 0.3/zm have been studied. The mobility of the 2 DEG 
is 30-70 m2/Vs, and the density 5.5x10" cm"2. The phase coherence length Lf 

at T = 50 mK is 1-2 /im, which is comparable with the sample size (1.5-2 /im). 
Samples have a cross shape (see insert to Fig. 1) and four-terminal measurements of 
the magnetoresistance were carried out at temperatures T = 50 mK. 

When placed in a magnetic field parallel to substrate, the electrons in the heterojunc- 
tion move in sign alternating effective magnetic field [6]. In this case the total magnetic 
flux through the area of the steps of the dimpled surface is close to zero. Since the 
interference effects and universal conductance fluctuations are caused by the enclosed 
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flux through the electron trajectories, no influence of the sign alternating magnetic field 
on the UCF is therefore expected. However, because the electron motion imposed by 
the impurity disorder, a "random" number of flux is enclosed by the electron loops, 
in spite of the periodical nature of the dimple lattice that causes the spatial variation 
of the magnetic field. In [5] we considered the random walk model and obtained sec- 
ond order corrections to the total flux enclosed by all electron trajectories involved in 
the interference. This gives the correlation magnetic field in a parallel external field 
Bc = 2hcb/eLf, where b is the height of the dimples 0.1 /xm, which agrees well the 
experimental observations. 

The Hall resistance together with Ä-linear background reveals aperiodical repro- 
ducible fluctuations. Fig. 1 shows these fluctuations in detail, after subtraction of the 
linear part Rxyi. The Hall resistance was measured while interchanging the current and 
voltage leads. It is clearly seen that Hall resistance fluctuations does not obey the sym- 
metry law. The cross correlation for the two traces RH2A(B) and R2AU(—B) is 60%, 
and correlation for traces ander the same conditions (reproducibility) is 95%. 

The demonstration of an antisymmetric Hall-component fluctuation may have further 
implications for the possibility of extended states in a 2 DEG experiencing a random 
magnetic field. 

This work was supported by grants RFFI No. 97-02-18402 and No. 96-02-19262. 
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A weak localization is a quantum interference of waves propagating through the closed 
trajectory in the opposite directions. This interference may be destroyed by different 
wave phase breaking processes: magnetic field, inelastic processes, spin relaxation etc. 
These mechanisms give additive contributions in the total interference breaking rate. 

An additional channel of interference breaking appears in quantum wells (QWs) 
with a few subbands of size quantization: intersubband transitions. The peculiarity 
of this mechanism is that its role is not restricted to the formal change of the total 
interference breaking time. This relates with the fact that only the states with both 
the same energy and momentum give the contribution to the weak localization. Since 
the states at the Fermi level in different subbands have different momenta there are no 
interference between them. 

One can show that the role of the intersubband transitions leads to the averaging of 
the parameters which defines the weak localization. The way of the averaging depends 
on the relation between the interlevel transition time and the times of phase breaking due 
to other processes. In intensively investigated QWs with a few filled subbands of size 
quantization this relation can change in wide range. In this report the weak localization 
theory for n- and />-type QWs in which carriers occupy a few size-quantized levels is 
proposed. 

We have shown that the anomalous contribution to the magnetoconductivity in clas- 
sically weak magnetic fields H in 2D multy-level systems is described by the following 
expression: 

n=\ 
(1) 

where N coincides with the number of filled size-quantized subbands in QW and fz is 
the standard function: 

/2(jc)=lnjc + ^(l/2 + l/jc), 

where ip(y) is the digamma function. The first and second terms in (1) are the contri- 
butions of the states with unit total momentum and projections ± 1 and 0 respectively 
and the third term is the contribution of the states with zero total momentum. H\n'\ 3 

are characteristic magnetic fields which defined by times of inelastic scattering, spin 
relaxation and interlevel transitions. 

The analysis shows that if the intersubband transition time is more than the times 
of phase breaking due to elastic and inelastic processes then each level of size quan- 
tization gives independent contribution to the anomalous magnetoresistance and n in 
the expression (1) coincides with the numbers of size-quantized levels. In the case of 
intensive intersubband transitions the conributions from the different subbands average 
and the characteristic magnetic fields are defined by effective times of spin and phase 
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relaxation. For instnance, we have calculated the values of the characteristic magnetic 
fields in the most actual case of two size-quantized subbands filling. 

The other peculiarity of the intersubband elastic transitions is that they accompanied 
by a large (the same order as the inverse QW size) change of the quasimomentum. 
Therefore their intensity depends on the sort of the scattered potential: if it is short-range 
then the intersubband transition time may be comparable with the momentum relaxation 
time. In p-type QWs, where the spin relaxation time in the subband decreases with its 
filling, the intensive intersubband transitions lead to the destroying of the interference of 
the states with unit total momentum even in the subbands with small number of carriers. 
Experimentally it must manifest in that, according to (1), the magnetoconductivity is 
negative. In «-type QWs the intensive intersubband transitions effect only on the value 
of the diffusion coefficient and the magnetoconductivity may be positive. 

This work is partially supported by RFFI (projects 96-02-16959K) and 96-15-96955), 
the government program "Physics of Solid State Nanostructures" and Volkswagen Foun- 
dation. 
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We have experimentally shown that some FET-like percolating 2D electron systems 
(with the length comparable with the percolation correlation length and the width ex- 
ceeding the latter) based on semiconductor-insulator interfaces (Si/SiCh, GaAs/AlGaAs, 
«-GaAs/;'-GaAs etc.) with strong electrostatic fluctuation potential (FP) [1] reveal the 
conductance quantization and drastic decrease in electron localisation degree (in minima 
of the chaotic potential relief) at elevated temperatures (77-300 K) [2-4]. Estimation of 
the correlation length has proved that investigated structures of about one micrometer 
gate length are the real mesoscopic ones. 

We have interpreted these effects in terms of the electron transport through some 
paths corresponding to the percolation level lowered in comparison with the infinite 
cluster. The resistance of this path is controlled by a single saddle constriction of the 
chaotic potential relief When the electron transport through the constriction is ballistic, 
the structure conductance becomes to be of quantum quasi-lD character. 

To construct the physical model of the conductance quantization we have performed 
a number of computer experiments. Distribution and correlation functions of FP induced 
in 2D-electron plane by the chaotic ensemble of built-in charges were calculated. As the 
saddle constrictions determine both the percolation level and the conductance quantiza- 
tion, saddle energy distribution function, negative and positive curvatures' value order, 
and energy dependence of their averaged ratio were calculated as well. Energy distribu- 
tions of the percolation levels for mesoscopic structures were also simulated by means 
of considering the percolation networks of finite sizes. 

As a result, we concluded that the physical model considered could qualitatively 
explain the experiments and predict unusual behaviour of the similar mesoscopic systems 
caused by the possible strong dependence of the percolation path configuration on 
electric and magnetic fields. 
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Abstract. A single 4.5-nm GaAs quantum well (QW) is grown into GaAs/AlAs superlattices 
(SL). For a sample with 120-s growth interruptions (GI) at the GaAs surfaces we have exciton 
linewidth the same as for best quality GaAs/AlAs thin QW with long time GI at bottom and top 
interfaces. For the sample with 120-s and 20-s GI at the GaAs and AlAs surfaces, respectively, 
the smallest linewidth (1.4 meV) occurs when the AlAs thickness is exactly an integer number 
of monolayers (ML). Then each AlAs surface almost reproduces the large-island GaAs surface 
just below it (interface correlation effect), providing a better AlAs surface on which the QW is 
grown. 

The low-temperature exciton linewidth of GaAs/AlAs QW's is generally believed to be 
dominated by well-thickness fluctuations [1, 2, 6, 3]. The best QW grown with GI 
have macrorough interfaces with large lateral size and 1 ML height islands (holes). At 
the typical growth conditions, an inhomogeneous linewidth is dominated by bottom 
interface of the QW (AlAs surface). It has a smaller scale of macroroughness than 
top interface of GaAs QW because a surface diffusion length of Al much shorter than 
Ga. In this paper we show that due to shorter Al diffusion length it is possible for the 
surface of a thin AlAs layer is to reproduce the GaAs surface on which it was grown. 
Such interface correlations make the bottom interface of QW almost as the top one and 
decrease exciton linewidth. 

Molecular beam epitaxy was used to grow the samples on (001) oriented substrates 
with miscut angle < 0.1°. The samples were grown without substrate rotation resulting 
in large lateral gradients of the GaAs and AlAs layer thicknesses. Two samples NMSL15 
and NMSL17 have the same structure and contain two single GaAs QW's. A control 
QW1 nominally of 25 ML GaAs with 35 ML AlAs barriers was grown without any GI. 
The second QW2 nominally of 16 ML GaAs was grown in the middle of a 80-period 
SL (8 ML GaAs, 6 ML AlAs). Both samples had 120-s GI's at GaAs surfaces of the 
SL and QW2. The sample NMSL15 had 20-s GI's also at AlAs surfaces of the SL and 
QW2. 

The differential reflection (dR/dE)/R and photoluminescence (PL) excitonic spec- 
tra were taken at T = 10 K. GaAs layer thicknesses in QW2 (GQW2) could be kept 
constant by scanning along a contour of constant QW1 exciton energy. Then the ^SL 

variation was defined by the SL period variation which is measured from the folded 
acoustic phonon Raman shifts, with an accuracy ±0.05 ML. 

In the NMSL17 sample grown without GI after AlAs (Fig. 1(a)), there are three 
sharp excitonic resonances in the reflection spectra (solid lines) with energy splittings 
approximately same as calculated for QW2 width differing by 1 ML (monolayer split- 
ting). The linewidth (2 meV) to monolayer splitting (« 14 meV) ratio is «0.15, the 
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Fig 1. The differential reflection {dR/dE)/R (solid lines) and the PL (dotted lines) exciton 
spectra of QW2 for the NMSL17 (a) and NMSL15 (b) as a function of AlAs layers thickness of 
SL (.4SL) at the constant thickness of QW2 (GQW2). 

same as for the best quality GaAs/AlAs QW's, grown with long GI's after GaAs and 
AlAs [2]. Hence, the lateral scale of macroroughness for both of the QW2 interfaces 
(top and bottom) is much larger than the exciton diameter («20nm). It is very impor- 
tant to note that the excitonic energies and intensities are changed continuously with 
AlAs thickness and repeat when A changes by 1 ML (but the linewidths and multiplet 
weighted average are almost unchanged). Hence, the local thicknesses of QW2 in the 
NMSL17 is noninteger in general (but its difference is integer) and increasing when 
^SL decrease. Measurements along other directions of the sample show that the relative 
intensities are periodically dependent upon GQW2 + ^SL (this is the distance between 
top QW2 surface and GaAs surface just bellow QW2) with the period 1 ML. 

The behavior of the NMSL15 sample grown with GI after AlAs, Fig. 1(b), is strik- 
ingly different. The excitonic resonance amplitude and width now depend strongly on 
the AlAs thickness. For noninteger ^SL the peaks are shifted to higher energies and 
broadened to 4-5 meV. Hence, at noninteger ^SL GI strongly decreases the lateral scale 
of macroroughness of the AlAs surfaces. When ^SL is an integer, the lines are quite nar- 
row, 1.4 meV, with the record value of a linewidth to monolayer splitting ratio (»0.1). 
Hence, for integer ^SL GI brought the improving of bottom interface of QW (evidently 
because its microroroughness decreased after GI). But even for integer ^SL the AlAs 
surface is not perfect after GI. The satellite peak just below the main peak for integer 
^SL in Fig. 1 (b) shows that array of a uniform small holes is presented on a large AlAs 
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Fig 2. Schematic illustration of the interfaces in GaAs/AlAs heterostructures. Gray, light gray and 
white colors specifies AlAs, GaAlAs and GaAs respectively. The interfaces tilt angle is 0.01°. 

planes (this holes are «7nm in size and occupy «10% of the area by our estimates). 
For discussion about the exciton confinement effect we have two different scales: ex- 

citon diameter (Dex « 20 nm) in the QW plane and monolayer height (1 ML = 0.283 nm) 
across this one. The key structural parameter is the surface diffusion length Z,o,Ga (or 
^D,AI)- Without GI diffusion length is much shorter than Dex so surface is microrough 
and its local height z coincidences with its average height Z (the bottom interface on 
Fig. 2(a). After long time GI Z-D,Ga > -Dex and macroroughness takes place on the 
GaAs surface (the top interface on Fig. 2(a). Thus, the local height of the i-th surface 
can take one of the two values: z,- = [Z] or z,- = [Z,] + 1) with probabilities 1 - {Z} and 
{Z} respectively, where rectangular and figure brackets denote integer and fractional 
parts of the average height of surface Z,- in ML. The value {Z,-} determinate the filling 
factor of the i-th surface. For {Z,-} = 0 the surface is completed and clean. Islands are 
formed on the surface for 0 < {Z,-} < 0.5, and holes for 0.5 < {Z,} < 1. A lateral 
size of islands (holes) depends on diffusion length and filling factor. 

Now it is very important to notice that for a real (001) substrate an average interface 
height Z shifts up in the growth direction by a lot of atomic layers within the light beam 
spot. Even for a 0.01° error in locating the (001) plane result in «30 ML shift up in 
the average height of surface across the light spot diameter « 50mkm. Therefore all 
values for the local filling factor of the i-th surface can be assumed equally probable. 
So, to calculate the allowed local QW thicknesses and the areas they occupy, one must 
average over 0 < {Z,} < 1 and to take into account that the local filling factor of two 
uncorrelated macrorough surfaces are related by {Z+i} = {Z,- + T}, where T is the 
average distance between them. Result is dependent on interfaces correlation. 

Four interface models with GI after GaAs surfaces are shown in Fig. 2. There is 
no GI after AlAs and no correlation with the previous interface in Fig. 2(a); therefore 
the slope of the microrough AlAs surface is that of the average GaAs surface. The 
macroroughness on the GaAs interface as shown on Fig. 2(a) give two QWs sets where 
the thicknesses change saw-like from GQW + 1 to GQW and from GQW to GQW - 1. 
This model without interface correlation predicts a continuous thickness distribution 
that does not agree with the discrete reflection spectra of Fig. 1(a). 

In the Fig. 2(b) the microrough surface of the thin AlAs layer correlates with the 
previous GaAs surface. One can see that the QW local thicknesses (gQw) are discrete 
but noninteger (gQW = [T] + on - ASL) where T = GQW + ^SL- For noninteger T the 
model gives four values gQw (on = -1, 0, 1, 2). For integer T there is only three gQw 
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(8n = —1,0, 1). Areas and hence excitonic oscillator strength for regions with different 
gQW depend on the fractional part of T. Thus, the interface correlation effect explains 
the basic tendencies in the exciton spectra of NMSL17 (Fig. 1(a)), namely number of 
component (4 in sum at PL and (dR/dE)/R spectra for {T} = 0.2 4- 0.5), oscillator 
strength dependencies on the GQW +^SL and continuous energy shift up for increasing 

A GI on the AlAs surface could destroy the correlation with the previous GaAs one 
if Z,D,AI is of the same order as Z,o,Ga- If so, the QW local thicknesses depend only 
on QW average thickness (gQw = [GQW] + on) but do not depend on AlAs thickness. 
Since this is not the case NMSL15 we conclude that Z,D,AI <C ^D,Ga, so there must be 
two lateral scales of fluctuations on the AlAs surface (Fig. 2(c) in general: the larger 
one repeats the large islands on the GaAs surface, the smaller consists of macrorough 
islands (holes) when ^SL is noninteger (then excess of Al must go somewhere but Z,D,AI 

is too small). For integer ^SL, large flat regions on the AlAs surfaces are complete, and 
each AlAs surface repeats the GaAs surface below (Fig. 2(d)). Interface correlation 
with exactly the right amount of Al narrows the exciton line width at the points with 
integer AlAs thickness on sample NMSL15. 

Support from NSF DMR, DARPA/ARO, 1NTAS and RFF1 is gratefully acknowledged. 
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Impurity potential broadening of the Landau level as measured 
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Abstract. In the quantum Hall regime the conductivity axx, measured in a direct current experi- 
ment is equal to 0, whereas the alternative current conductivity a™ has a finite value. It has been 
shown [1], that from the study of this a.c. conductivity one could obtain valuable characteristics 
of 2DEG and estimate the role of random fluctuation potential. As it has been demonstrated 
earlier, one of the best methods for the study of a™ in semiconducting heterostructures is that 
of acoustoelectronic interaction of surface acoustic waves with 2DEG in a structure. 

The SAW attenuation by the 2DEG was originally observed in [2]. If a sample 
is placed on the surface of a lithium niobate plate in such a way that the distance a 
between the 2DEG channel and the surface of LiNbÜ3 is less than the SAW length, 
the 2-dimensional electrons find themselfs in an alternative electric field of SAW, which 
captures them and drags in the direction of propagation. The energy of the alternative 
electric field is absorbed, SAW is attenuated and its velocity grows because of of the 
additional piezoelectric stiffening of the propagation medium. The absorption coefficient 
of a SAW can be theoretically presented in the way [3]: 

2       \ + {{4it(Txx/esv)t{k)}2' cm y ' 

A = 8b(k)(e\ + eo)eQesexp(—2ka), 

where K2 is the electromechanical coupling coefficient of piezoelectric substrate, k and 
v are the SAW wavevector and the velocity respectively, a is the vacuum gap width 
between the lithium niobate platelet and the sample, axx is the dissipative conductivity 
of 2DEG, ei, eo and es are the dielectric constants of lithium niobate, vacuum and 
semiconductor respectively, b and t are complex functions of a, k, eo, e., and ei. When 
(4ir<jxx/esv)t(k) = 1, T achieves it's maximum r,„: Tm = 8MAk(K2/2)(l/2). 

In our experiments we measure the absorption of SAW in a GaAs/AlGaAs het- 
erostructure (mobility /i = 1.28 • 105 cm/Vs, carrier density n = 6.7 • 10n cm"2). 

The measurements were carried out in a temperature range 1.5-4.2K, magnetic 
field up to 7 T, acoustic frequency 30-150 MHz. Two kinds of measurements were 
performed: for the first kind the acoustic power maintained low enough to provide the 
linearity of results, for the second kind a nonlinear behavior was studied intensively, 
at 1.5 K the dependence of 2DEG conductivity on acoustic power level (RF-generator 
output power P) was measured. In addition measurements of pxx and pxy were per- 
formed at magnetic fields up to 6 T and in a temperature range 0.65-4.2 K on a sample 
with similar parameters. 

Fig. 1 illustrates the experimental dependences F on B. The linear behavior Y(T), 
as well as the Y(P) at B <  3 T has been studied in [4, 5].   In the present work 
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2       3 
B(T) 

Fig. 1. The experimental dependences of F on 
B at T = 1.5 K, SAW frequency / = 30 MHz. 

Fig. 2. The experimental dependences of 
r(J) (1), pxv (2) and axx (3) on magnetic 
field at T = 1.5 K. 

the experimental data for the magnetic fields corresponding to the middle of the Hall 
plateaus (quantum Hall regime) will be analyzed. It should be noticed that the analysis 
of the conductivity effects, performed in the present work, could be impossible in the 
framework of the conventional direct-current methods, because in the used magnetic 
field range DC conductivity is zero: the region of the Hall plateau. Meanwhile the 
absorption coefficient F behavior is characterized by dramatic peculiarities. 

Fig. 2 (zoom-out of the part of Fig. 1) illustrates the experimental dependences of F, 
axx and pxy on B, in the magnetic field region 4-5.5 T. Because axx in this B region is 
very small, from (1) it follows that F oc a therefore we can operate with F instead. 

Fig. 3 illustrates the F(T) dependences (f = 30 MHz) at magnetic fields corre- 
sponding to the attenuation minima (or the middle of the Hall plateau): 4.8, 3.6, and 
2.9 T, which are deduced from the curves of the Fig. 1 type measured at different T 
and /. Similar curves were obtained for / = 150 MHz also. As one can see from the 
figure, as T grows, in a certain temperature range F does not depend on a temperature, 
but at higher temperature begins to grow exponentially; the stronger B, the higher T at 
which the growth starts. 

Such a dependence of F on T could be explained, if one supposed that at these 
levels of a magnetic field the attenuation adds up from both the SAW attenuation (F2) 
by the 2DEG thermally activated to the upper Landau level, and that (FÄ) due to the 
hopping conductivity 07, of electrons, localized on the impurities in the 3-dimensional 
layers or hopping conductivity of 2D electrons on the localized states near the Fermi 
level. Both hopping mechanisms have a weak dependence on temperature [6, 7]. If 
F oc a, F = F2 + IV 

As the temperature grows, more and more 2-dimensional electrons appears at the 
upper Landau level, due to their activation from the bound states at the Fermi level. 
This leads to the growth of the weight of F2 in the total absorption, and therefore the 
T dependence of F becomes one of activation type. 

The above speculations allowed us to obtain the value of SAW attenuation by merely 
subtracting Yh from the experimentally measured F. Yh is equal to the F in the tem- 
perature range where F is temperature-independent at the magnetic fields 4.8 and 3.6 T 
(F2 « Fj). At B = 2.9 T, when there is no temperature flattening, Yh was obtained, 
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Fig. 3. The dependences of F on tempera- Fig. 4. The values of /nr2/r„, vs. l/T in 
ture at / = 30 MHz in the magnetic fields magnetic fields: 1—4.8, 2—3.6, 3—2.9 T at 
corresponding to the attenuation minima. / = 30 MHz. 

using the assumption that Yh oc l/B2, which holds for 4.8 and 3.6 T, and has been 
observed in the case of 3-dimensional conductivity [6]. The values of F2 obtained as 
a result of the subtraction were plotted as lnF2/F„, (F2 is devided by F,„ in order to 
decrease the experimental error) versus l/T (Fig. 4). When done for different mag- 
netic fields and SAW frequencies such plots indeed confirm our earlier assumption and 
lead to the conclusion that SAW attenuation by the 2DEG in the upper Landau level is 
F2 oc (72 oc n oc exp(—AE(B)/kT), where AE(B) is the energy gap between the Fermi 
level and the percolation level in the Landau band, widened by the random fluctuation 
potential. The dependence of AE on magnetic field, deduced from F2(l/T) for dif- 
ferent SAW frequencies is presented in Fig. 5. Supposing AE = HLOC/2 - A/2, from 
the ordinate cut-off point of (crossing point) the AE(B) = 0 curve for B = 2.1 T one 
could obtain A, the Landau band width, which appeared to be A = 3.4 meV. The slope 
of the A(B) line in Fig. 5 appeared to be 0.72 l/T, which by 10 percent differs from 
the e/m*c = 0.8 l/T, if m* = 0.07mo for GaAs (mo — free electron mass). Hence, 
r2(T) behavior is governed by the activation of 2-D electrons from the bound states at 
the Fermi level to the upper Landau band, widened due to the fluctuation potential. 

The dependence of F on the RF-generator output power P at the same magnetic 
field is shown in Fig. 6. As it can be seen from the figure, F increases with the increase 
of P. Keeping in mind that in the temperature range emploied, and at given magnetic 
fields the F2 is determined by the activation of electrons to the upper Landau level 
from the Fermi level, Frenkel-Pool effect consisting in the activation energy decrease in 
electric field E of a SAW [8] could be considered as a model. 

F2 oc 0-2 oc n(T,E) = n0exp(2e3/2E]/2e;'i/2/kT), (2) 

where «o -carrier density in the upper Landau level at a linear approach at 1.5 K. An 
electric field E, in which 2D-electrons are when SAW propagates in a piezoelectric, 
is [5]: 

,32TT 
\E\z=Kz — (el+e0)h(k)y 

kexp(—2ka) 
- [(4iraxx/esv)t}: ;W, (3) 
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Fig. 5. The dependences 
of AE on magnetic field for 
different SAW frequencies: 
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Fig. 6. The values of F 
(/ = 30 MHz) vs. RF out- 
put power P in the magnetic 
fields corresponding to the 
F minima: 1—4.8 T, 2— 
3.6 T, 3—2.9 T. 

Fig. 7. The dependences of 
/«r2/rm on E1/2 for differ- 
ent B: 1—4.8 T, 2—3.6 T, 
3—2.9 T at 30 MHz. 

where W -the input SAW power in the sample per sound track width, b\ = 2b ■ t. 
Expression (2) has been obtained for a d.c. electric field, but it can be shown that it 
holds when E is the electric field of a SAW. 

LnY2 plotted against E1/2, where F2 = F — Yh, and E is the electric field of SAW 
(Fig. 7) confirms our model. Indeed, this dependence could be presented by a straight 
line, with the slope 2e3//2/e/ kT = 9(E^ll2cgs). From (2) this slope comes equal 
to 26. 

The discrepancy between the theoretical and experimental slopes could be due to 
several origins: lack of the precision in the determination of RF-power at the input of the 
sample, the assumption of the independence of Yh on E, and the neglect of the electron 
heating effects in the upper Landau level, when the input RF power is increased. 

The work was supported by the RFFI 98-02- 18280-a and Minnauki No. 97-1043 grants. 
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The magnetoresistance in weak localization regime was thoroughly investigated both 
for the classical and quantum two-dimensional (2D) electron systems. One or several 
2D subbands may be occupied in the latter case. The role of multy-subband electron 
structure was usually considered for heterostructures and for structures with surface 
quantum well. In this cases the interband relaxation time (T,„(er) is less than the time of 
the phase relaxation of the electron wave function (TV) and the existence of the several 
occupied 2D subbands leads to replacing the diffusion coefficient (D) and TV in the 
expression for magnetoresistance by their effective values only. 

There are some reasons that 2D electrons in 5-doping layers are the special case for 
weak-localization effects: (i) almost without exception more than one 2D subbands are 
occupied; (ii) the confined potential is symmetric therefore the electron wave functions 
have the fixed parity; (iii) the width of the impurity distribution is significantly less 
than characteristic width of the wave functions therefore the potential of the scattering 
centers is symmetric. These peculiarities have to lead to the fact that the transitions 
between the subbands with different parities are forbidden, so that the electrons in the 
odd and the even subbands have to give the independent contribution to the interference 
effects. As a result the prefactor in the expression for magnetoresistance have to be 
close to 2Go (Go = e2/2ir2h is the prefactor for the structures with one 2D subband). 

In this report the results of the experimental investigations of the magnetoresistance 
of 5-doped (Si) GaAs layers with the electron concentration (0.8-6) • 1012 cm"2 in 
the temperature range 1.5-20 K are presented. There is shown that in the more perfect 
structures with electron concentration (2-3.5) • 1012 cm"2 and Hall mobility (1-3) • 
103 cm2/V • sec the prefactors are equal to (1.4—1.6)Go. 

The causes of the fact that the prefactor is close or less than the value of Go in the 
most part of the structures investigated earlier are discussed. This may be the result of 
the large distribution width of Si or macroscopic inhomogeneity of the 5-doped layers. 

The work is supported by the RFBR (Grant No. 97-02-16168) and by the Russian 
Program "Physics of Solid State Nanostructures" (Grant No. 97-1091). 
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in strong magnetic fields 

O. E. Raichev 
Institute of Semiconductor Physics, NAS Ukraine, Pr. Nauki 45, Kiev, Ukraine 

Abstract. The density of states for a pair of disordered tunnel-coupled 2D electron layers in the 
quantum Hall regime is calculated. The interplay between the scattering-induced broadening of 
the Landau levels and tunnel-induced hybridization of the electron states is demonstrated. The 
conditions for the tunneling gap, when a single Landau level splits in two levels, are expressed 
through the parameters of the system. It is shown that even a symmetrical double-layer system 
in a strong magnetic field acquires a substantial dipole moment due to interlayer asymmetry of 
the disorder. 

Introduction 

Electronic properties of double-layer two-dimensional (2D) electron systems formed in 
double quantum wells [1] (DQW's) or in wide wells [2] have attracted much attention 
in past years. In particular, it is found that the tunnel coupling of electron states in 
these systems is important for interpretation of the quantum Hall effect data [2-4], since 
it opens the tunneling gap separating the symmetric and antisymmetric (with respect 
to the layer index) states. Despite the intensive studies, the influence of the tunnel 
coupling on the properties of double-layer systems is not fully disclosed. Theoretical 
studies of the equilibrium properties and in-plane transport coefficients of the DQW's 
with a pronounced tunnel coupling have been done for the case of weak magnetic fields 
only. 

In this paper we study the density of states of the electron gas in tunnel-coupled 
DQW's in a strong magnetic field taking into account the Landau level broadening due to 
elastic scattering of the electrons. Apart from the density of states, we calculate another 
important function, the interlayer distribution density, which describes the difference 
between the concentrations in the wells (in the same way as the density of states 
describes the total concentration). Both these functions can be used for determination 
of all the equilibrium quantities (for example, specific heat, magnetic susceptibility and 
capacitance) characterizing the double-layer system. 

1    Basic outline of the calculations 

The calculations described below are done by two methods. The first is the self- 
consistent Born approximation (SCBA), see [5]. The SCBA gives a reasonable descrip- 
tion of the density of states of 2D systems for any kind of elastic disorder, but it is not 
an exact method. For this reason, we also apply an exact method, based upon the path 
integral formalism, in the "adiabatic" approximation, when a characteristic length of the 
inhomogeneities exceeds the magnetic length. 
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Consider a double-layer system in the magnetic field H applied perpendicular to the 
layers. In the basis of left (/-) and right (r—) layer orbitals, the Hamiltonian of the 
system is 

k(-ihk + tcK)2+e>+h+pu> (1) 

where A = [H x x]/2 is the vector-potential of the magnetic field, es is the Zeeman 
energy (s is the spin index), h is the potential energy matrix of the system, and V(\) 
is the matrix of the disorder potential (we consider the elastic disorder, which, besides, 
has no influence on the electron spin). The potential energy matrix is given as h = 
(A/2)<rz + Tax, where 07 are the Pauli matrices, A is the splitting energy in the 
absence of tunnel coupling, and T is the tunneling matrix element determining the 
minimum splitting energy between the symmetric and antisymmetric states. The matrix 
of the disorder potential is V(\) = PiVi(\) + PrVr(\), where Pi = (1 + <rz)/2 and 
Pr = (1 — <jz)/2 are the projection matrices. The density of electron states N(e) and 
the interlayer distribution density Nz(e) are expressed through the retarded matrix Green 
function G§(x, x',s) of the Hamiltonian (1): 

UÖ^HFE'-K*.)^1'1-'»' (2) 

where Tr means the matrix trace, and the statistical averaging (...) is carried over all 
possible configurations of the random potentials F}(x) and Vr(\). 

A. Within the SCBA, the averaged Green function of the Hamiltonian (1) is 

Ge (n,s)= [e - e„ - es - h - Se («, s)]     . (3) 

We use the Landau level representation, n is the Landau level number, e„ = ftwc(n + 
1/2), LOC is the cyclotron frequency, and Se(«, s) is the self-energy matrix. The last is 
given by the following equation 

±e(n, s) = 53 Qjj, (n, n')PjG£(«', s)Pr, (4) 
n'JJ' 

where j = l,r is the layer index. The scattering probabilities <&//'(«, «') are expressed 
through the Fourier transforms of the random potential correlators FP//(|x — x'|) = 
(VjWvA*')}. 

After a substitution of the Green function (3) into Eq.(4), we obtain a set of equa- 
tions needed for determination of the self-energy We assume the case of very strong 
magnetic fields, when the cyclotron energy is large in comparison with all other ener- 
gies. This allows us to consider each Landau level separately («' = n in Eq.(4)). In 
this approximation, Eqs.(3) and (4) give a set of nonlinear algebraic equations, which 
are to be solved numerically, giving, thereafter, N(e) and Nz(e). 

B. The path-integral representation [6] of the retarded Green function is 

Gi(x, x',,) = -± f ^exp (i(e - *),) £j* PW 

x exp I - / CIT[LS(XT, \T) - V(\T)} L, (5) 
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Fig 1. (a) Density of States N(e') (solid) and interlayer distribution density Nz(s') (dash) in units 
of l/ira2

HV® at ß = 0.6, 7 = 0.3, A = 0, and T = V$. (b) The same for A = v7* and 
T = 2.5v/¥. The SCBA results are shown by thin lines. 

where N is the normalization factor, and Ls(\, i) = mi2/2+eH[xxx]/2c—es is the free- 
particle Lagrangian. The direct statistical averaging of the matrix exponential expression 
in Eq.(5) is impossible, in contrast to scalar exponentials [6]. For this reason, some rigid 
approximations are done from the very beginning. We assume that the characteristic 
length of the inhomogeneities considerably exceeds the electronic wavelength which, in 
a strong magnetic field, is equal to the magnetic length an- Then, we can replace V(\T) 
by V, and the path integral gives 

He') 
1 

Nz(e>) 

2 {S(e' -V0- VT) + 8{e' - VQ + VT)), (6) 
2iraH 

2TT4 \~'~rT   
Z[8{£' ~ Fo ~ VT)

 ~s(e' 'Vo + VT)]
) '        (7) 

1     / A/2 + Vz 

where e' = e - e„ - es is the energy counted from the center of each spin-split Landau 
level, VQ = (V, + Vr)/2, Vz = (V,-Vr)/2, and VT = ^/T2 + (Vz + A/2)2. The averaging 
in Eqs.(6) and (7) is to be done with use of a two-dimensional Gaussian distribution 
function [6], which is expressed through the correlators Wjj>(0). 

2   Results and discussion 

Below we introduce the values <E> = [<£//(«,«) + &rr(n,n)]/2, /j, = [$//(«,«) - 
<£„.(«,«)]/[<£//(«,«) + <£„.(«,«)] and 7 = $/r(«, «)/$. The first characterizes av- 
eraged (over the layer index) scattering within n-th Landau level, while the second and 
the third characterize the asymmetry and interlayer correlation of the disorder potential, 
respectively. In the case of smooth disorder, the scattering probabilities <E>yy («,«') are 
given as <frjj>(n,n') = om>Wjj>(0), and one can express <E>, /i and 7 directly through 
Wn(0), Wrr(0) and Wir(0). This allows to make a comparison between the results of 
the SCBA and path-integral method. 

Fig.l (a) shows energy dependence ofiV(e') and Nz(e') calculated by both methods 
in symmetrical conditions, A = 0. At a finite tunnel coupling, the Landau level formed 
by two coupled states (the "coupled Landau level") begins to split. As the coupling 
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increases (larger T), a complete splitting occurs and the tunneling gap opens up, see 
Fig.l (b). The opening of the gap leads to an additional quantized Hall plateau when 
the Fermi level stays in the gap. In the SCBA, the density of states has sharp edges, and 
one can write a strict condition for the tunneling gap. At A = 0 the gap exists when 

T2 >$(l+7-A)2/(l-A),   A = H^/(l - v/W?)/(l + V^F).      (8) 

At A T^ 0, a similar analytical expression can be found for symmetrical disorder (/x = 
0): T2 > [<£ — (A/4)2](l + j)2. Of course, these expressions should be applied in 
a qualitative sense only, because the edges of the density of states cannot be as sharp 
as the SCBA predicts. However, they give a correct information about the influence of 
the disorder parameters on the tunnel splitting of the Landau levels (this is justified by 
the path-integral calculations). In particular, Eq.(8) shows that the interlayer correlation 
(7) suppresses the gap, while the interlayer asymmetry of the disorder potential (/x) 
favors the gap. 

The interlayer distribution density Nz(e') at A = 0 is a symmetric function with 
respect to the center of the coupled Landau level. It is not equal to zero because of the 
disorder asymmetry which means that the double-layer electron has a dipole moment 
even at A = 0. At A 7^ 0, Nz(e') exists both for /x = 0 and /J^O. Nevertheless, 
the dipole moment, which is proportional to the energy integral of Nz(e'), goes to zero 
when the coupled Landau level is fully occupied. 

In conclusion, we have calculated the density of states and interlayer distribution 
density for a pair of tunnel-coupled 2D layers in a strong magnetic field. The Landau 
level broadening is described with use of the self-consistent Born approximation and the 
path-integral approach for smooth Gaussian disorder. A possible interlayer asymmetry 
of the disorder potential is taken into account. The conditions for the tunneling gap are 
expressed through the parameters of the system. 
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Abstract. Extremely high sensitive detection of far-infrared waves associated with cyclotron 
resonance in two-dimensional electron gas systems is described based on two sets of experiments. 
One set of experiments studies a bolometer effect of the integer quantum Hall effects. Another set 
of experiments is based on the bolometer effect of Coulomb blockade oscillations in a quantum 
dot. In addition, prediction is made on the single photon detection when a quantum dot is excited 
via cyclotron resonance. 

1 Introduction 

High-mobility two dimensional electron gas (2DEG) systems strongly absorb far-infrared 
(FIR) waves upon cyclotron resonance (CR) in high magnetic fields [1]. Combining the 
CR with some physical parameter of the system that is influenced by the CR, one can 
construct a magnetically-tunable high-sensitive FIR detector based on a 2DEG system. 
In this report we discuss three different mechanisms. In Sec. 2, long Hall bars in 
the regime of integer quantum Hall effects (IQHE) are shown to serve as an extremely 
sensitive detector. Section 3 describes even more sensitive detection based on a quantum 
dot, where a 2DEG absorbs the FIR waves while the quantum dot weakly coupled 
through tunneling to the 2DEG senses a change in the effective electron temperature of 
the 2DEG In Sec.4, we argue that the single photon detection of the FIR waves may 
be possible when the dot is excited by CR. Relevant experimental results of transport 
measurements, which we believe to infer the realizability of the mechanism, will be 
described. 

2 Quantum Hall-bars 

FIR-photoresponse in 2DEG Hall bars is known to take place via three different mech- 
anisms at present: a bulk effect [2, 3] and two types of edge effects [3, 4]. We focus 
our attention on the bulk effect below. 

One of the remarkable characteristics of 2DEG systems in high magnetic fields is 
the vanishing of the longitudinal resistance in the IQHE. When a 2DEG system in the 
IQHE regime is illuminated with FIR waves of the photon energy equal to the Landau 
level energy spacing, electrons and holes are excited via CR to cause finite longitudinal 
resistance ARXX. We note that the induced resistivity, Apxx, is determined by the power 
density of incident waves. Therefore, the photo-induced voltage detected in a given 
conductor under a given intensity of illumination is proportional to the aspect ratio 
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Fig. 2. Shubunikov de-Haas oscillations (the dotted line) 
and the FIR photoresponse (the solid line). The inset shows 
a spectral response (the solid line) studied by scanning wave- 
length of the tunable Ge-laser: The dotted line indicates the 
dependence of the laser power on the wavelength. 

L/W of the conductor used; viz., AVXX = ARXX1 = (L/W)Apxxl, where / is the current 
and L and W are the length and the width of the conductor. 

In dissipative conductors with Rxx ^ 0, large aspect ratio does not lead to better 
detector-performance because the noise power density, Sv = AkBT(RH +RXX) + 2eRxxI, 
increases as well with increasing L/W, where RH is the Hall resistance. In the IQHE 
regime, where Rxx = 0 and RH takes on a fixed quantized value h/ve2, photosignal 
grows without the cost of noise. Hence, long Hall bars serve as an extremely high 
sensitive FIR detector. 

FIR photoresponse has been studied in long Hall bars fabricated on high-mobility 
GaAs/AlGaAs single heterostructure crystals with 4.2 K-electron mobilities, /i#, ranging 
from 7 to 100 m2/Vs. To achieve extremely large aspect ratio (L/W = 300 ~ 50, 000), 
the Hall bars are formed zigzag in a square of 4 x 4 mm2 as shown in Fig. 1. 

Sharp and strong photoresponse occurs at cyclotron resonance [3]. The inset of Fig. 2 
shows an example taken on a Hall bar with L/W = 300 (L = 60 mm, W = 200 /im and 
ßH = 80m2/Vs) placed in a magnetic field close to the v = 2 IQHE state. The sample 
is illuminated by the light from a tunable p-type Germanium laser [5] after sufficient 
attenuation. The spectral purity of the incident radiation AA is about 2 /im, and the 
wavelength is continuously varied over the range A = 76 ~ 125 /im. 

By using tunable cyclotron-emission from n-InSb hot-electron devices as the source 
of radiation, it is confirmed that observable photoresponse occurs only in the vicinity 
of IQHE states (y = 2, 4, and 6 with B = 2 ~ 7 T). An example is demonstrated in 
Fig. 2 with a solid line, where magnetic-field dependence of the photoresponse under 
the broad-band illumination (with a spectral line width of Av = 17 cm"1 centered 
at v = 70cm"1) is displayed. Here the sample is a Hall bar with L/W = 3340 
(L = 167 mm, W = 50/tm) fabricated on the same wafer as that of the device for the 
inset. The current is 3 /iA 

The photoresponse does not form a single peak at the center of the IQHE state but 
takes two maxima at magnetic-field positions slightly off the center as noted in Fig. 2, 
and more clearly shown by the solid line in Fig. 3(a). 

This is linked to the fact that (i) the energy of excited electrons and holes is redis- 
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Fig. 3. (a) Magnetic field dependence of the 
photoresponse (the solid line) compared with 
a theoretical values (the broken line), (b) The 
inverse of the 2DEG heat capacity (the dash- 
dot line), the temperature derivative of Rxx (the 
solid line) and the time constant of the pho- 
toresponse (the dots with a broken line). 

Fig. 4.   SEM image of quantum dots studied 
in the experiments. 

tributed to raise the effective electron temperature ATe and (ii) the photoresponse arises 
primarily from multi-trapping process of heated electrons (holes) between localized and 
delocalized states. The time constant of the photoresponse is accordingly large, reaching 
an order of ms. 

The photosignal is, most simply, expressed as 

ARxx = (dRxx/8T)ATe    with    ATe=PrE/Cel (1) 

where P is the rate of energy gain due to CR, TE is the energy relaxation time of 
excited electrons and holes, and Ce\ is the specific heat of the 2DEG. Magnetic-field- 
dependencies of the relevant quantities are shown together in Fig. 3(b). The temperature 
derivative of the longitudinal resistance, 8Rxx/dT, and the time constant of the pho- 
toresponse, TP, have been experimentally determined. The specific heat, Cei, has been 
theoretically evaluated by assuming a Gaussian-type density of states after Ref. [6]. The 
broken line in Fig. 3(b) indicates the theoretically expected values, (dRxx/dT)Tp/Ce\, 
obtained by multiplying these quantities, which reproduce fairly well the experimental 
line shape of the photoresponse. 

Among the samples studied, the highest responsivity reaches a value of 106 ~ 
107 V/W in a Hall bar with L/W = 50, 000 (W = 4/zm, L = 200 mm and ßH = 
80m2/Vs) at B = 5.6 T (y = 2 and A = 130/im). The noise equivalent power is 
roughly estimated to be as low as 1 x 10-13 W/VHz (in a 100 Hz-range) at 4.2 K. 
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Fig. 6. A Coulomb blockade peak at two dif- 
ferent temperatures (the upper) and the differ- 
ence between the two (the lower). 

3   Quantum dots: bolometer effect 

When a quantum dot fabricated by lateral confinement of the 2DEG on a Hall bar 
is weakly coupled through tunneling barriers to the outside 2DEG, the conductance 
through the dot exhibits Coulomb-blockade oscillations as the number N of the electrons 
confined within the dot varies due to the voltage on a nearby gate electrode. Since the 
conductance peak value of the oscillations strongly depends on temperature, the effect 
of heating the surrounding 2DEG by CR is sensed by the dot in an extremely sensitive 
way. 

Experiments are made by forming one quantum dot on the sample shown in Fig. 4 
and applying the voltage of VSD = 15/iV to the quantum dot at T = 70 mK in the 
range of magnetic field 0 < B < 8 T. Each dot in Fig. 4 is fabricated with a lithographic 
size of 0.6 x 0.6/im2 on a 100/xm-long and 25/im-wide GaAs/AlGaAs Hall bar with 
HH = 100m2/Vs and ns = 3 x 1015/m2. A FIR emitter are installed in the mixing 
chamber of a dilution refrigerator together with the quantum-dot sample. The FIR 
emitter, placed at a distance of 25 mm from the sample, is a standard 2DEG Hall bar 
with a length and a width of 500/im and 100/im, respectively, which is fabricated 
on a high-mobility GaAs/AlGaAs heterostructure crystal similar to that used for the 
quantum-dot sample. It has been confirmed by an additional experiment that very 
weak but narrow-band FIR waves (A/AA = 50) centered at the cyclotron resonance 
frequency are radiated due to cyclotron emission when a current (100/iA) is passed 
through the Hall bar. The mixing chamber is placed in a superconducting solenoid, 
where the relative position of the quantum-dot sample to the solenoid is adjusted so 
that the CR energy of the quantum-dot sample is equal to the energy of the photons 
from the emitter. The FIR waves are guided through a 2 mm</> metal light pipe to the 
quantum-dot sample. The FIR power reaching the area of the quantum-dot sample 
(100/im x 25/im) is extremely weak, roughly estimated to be of the order of 1 fW. 
The FIR waves are modulated by the current through the Hall-bar emitter at 20 Hz, 
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Fig 7. Illustrations of the Landau level energy profile in a three-level situation (the left) and in a 
two-level situation (the right). 

and the photosignal is measured with a Lock-in amplifier. 
Figure 5(a) illustrates Coulomb-blockade oscillations of conductance G along with 

the modulated conductance AG in the absence of magnetic field. The amplitude of 
the current through the emitter is adjusted so that the Joule heating is the same as that 
in magnetic fields. No appreciable signal is seen in AG, assuring that the black-body 
radiation from the emitter is small, and does not affect the G of the dot. 

Upon application of B, definite photoresponse appears as shown in Fig. 5(b) for 
B = 4.6 T. Similar photoresponse is observed in a Ä-range of 4.5 T-5.4 T, where 
v = 2.8-2.3 in the 2DEG outside the dot. The line shape of the photoresponse versus 
the control gate voltage VCG resembles that of the conductance change as the temperature 
of the quantum-dot sample is elevated, as shown in Figs. 6. The observed amplitude 
of the photoresponse suggests that ATe ~ 0.5 mK, which is reasonably expected from 
the incident radiation power and the heat capacity of the 2DEG. 

The noise equivalent power in this experiment is roughly estimated to be as low as 
1 x io-15w/VHz. 

4   Quantum dots: single-photon detection? 

One-electron states of a relatively large quantum dot (with a few hundred electrons), 
such as shown in Fig. 4, can be conveniently classified by the Landau level index i f 
or i 4- in strong magnetic fields. The left column of Fig. 7 illustrates a three-level 
configuration, in which the lowest three Landau levels are occupied in the dot with A^f, 
Noi, and Mt electrons. 

Coulomb blockade peaks in strong B are affected not only by the total number of 
electrons N but also by the electron numbers in the respective levels [7], as described 
below. As B increases, electrons are transferred from higher levels to lower levels within 
the dot until the two-level configuration is eventually reached as shown in the right col- 
umn of Fig. 7 [8, 9]. This transition proceeds as the three processes a (1 f—> 0 f), b 
(1 f—> 0 4-) and c (0 4-—> 0 f) take place sequentially (with order unspecified). Each 
event of a, b, or c is associated with a polarization within the dot, and causes the 
electro-chemical potential of the outer-most ring (0 f -states) to increase discontinu- 
ously. Accordingly, each event of a, b and c caused a saw-tooth like structure in the 
conductance G as the magnetic field is scanned; as was first demonstrated by van der 
Vaart et al. in the two-level case [7]. The inset of Fig. 8 illustrates an example taken on 
one quantum dot on the sample shown in Fig. 4, where the dot is in a conducting state 
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Fig. 9. Cyclotron resonance in a dot (the up- 
per panel), resulting in a polarization between 
the inner core and the outer ring (the lower 
panel). 

with a fixed voltage on the control gate. 
The average spacing between the saw-tooth like peaks significantly increases as B 

increases. Figure 8 summarizes results of similar measurements, made with several 
different voltages applied on the control gate. Let ra, rb and rc be the rates at which 
the processes a, b, and c take place per unit increase of B. Figure 8 is interpreted 
as representing the total rate, r = ra + rh + rc. The total rate r decreases by about 
a factor of 2 as B increases to 3.4 T, above which r is substantially unchanged and 
takes a value of 0.03 /mT. Because the area, Sbf, surrounded by the outermost ring 
(0 f -states) is expected to be substantially unaffected by B, the sum of ra and rc is a 
constant determined by the dot size; viz., ra + rc = S^/(h/e). The rate of event b, rb, 
will decrease from rb = Soi/(h/e) = Sbt/(Ve) to zero as the three-level configuration 
changes to the two-level configuration. Thus, Fig. 8 is interpreted as indicating the 
three-to-two-level transition in the interval of B = 2Al ~ 3.4T. The diameter of the 
dot (Sot) is evaluated to be 0.4/im from the saturated value of r = 0.03/mT 

Keeping the above in mind, suppose that one photon is absorbed via CR within 
the dot. An electron is excited in the 1 f-level leaving a hole in the 0 f-level in the 
three-level configuration as illustrated in the upper panel of Fig. 9. The electron and 
the hole will spatially depart from each other in the confining potential, release excess 
energies to the lattice, and eventually induce a polarization between the inner core and 
the outermost ring as symbolically indicated in the lower panel of Fig. 9. This is an 
effect equivalent to that caused by process a. This, in turn, will lead to a conductance 
change that can be detected in the experiments, as is expected from the data of Figs. 8. 

The detection would be spoiled unless the lifetime of the induced polarization is 
longer than the time constant of the measurement. The lifetime may be determined 
by the tunneling probability of electrons between the inner core and the outer ring(s). 
Experiments on high-mobility 2DEG Hall bars [10] make us to speculate that the lifetime 
here be long, reaching the order of ms, if the dot size is not too small. The assumption 
of the long lifetime of the excited state of the dot is supported further by additional 
experiments. 

When the control gate voltage is scanned at a fixed B, switching occasionally takes 
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Fig 10. (a) Switching due to tunneling of a single electron between the inner core and the 
outer ring within the dot (the second peak from the right), (b) Magnified representation of the 
switching (the left) and its time dependence (the right). 

place between two conductance peaks that correspond to different internal configura- 
tions [7]. Figure 10(a) displays an example taken on the same dot as that used for Fig. 8 
in the two-level case. Figures 10(b) elucidates the switching between the conductance 
peak associated with [NQ^(+l), NQ^ + 1] and that associated with [N^ + 1(+1), NQI], 

and shows that the switching time reaches the order of second, in agreement to the 
earlier report [7]. 

5    Discussion and conclusion 

In the IQHE Hall-bar detector, the 2DEG works as an efficient absorber as well as a 
sensitive thermometer. In the quantum-dot detector, the 2DEG serves as an absorber 
while the quantum dot works as a thermometer. The performance of both types of 
detectors has not yet been optimized, but is among a highest level of existing detectors 
available in the range of FIR waves [11]. One additional merit of the IQHE Hall-bar 
detector is the sharp narrow-band response [3] tunable by magnetic field. Yet another 
merit may be the wide range of tunability. The spectral response has been studied in 
a magnetic field range down to 0.4 T (A = 2 mm) [12]. The single photon detection 
predicted in this report may become probable when appropriate antennas structures are 
applied to efficiently couple a quantum dot to incident FIR waves. 
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Abstract. Spontaneous far-infrared radiation (A ~ 10... 20 /urn) from laser structures with 
vertical coupled InGaAs/AlGaAs quantum dots (QD) connected with intrasubband hole and 
electron transitions between levels of size quantization in QD as well as with transitions from 
continuum to QD levels was found. Far-infrared radiation is observed only under simultaneous 
generation of short wavelength interband radiation (A ~ 0.94 /urn) and has a current threshold 
just as short wavelength radiation. Spontaneous far-infrared radiation is observed also from laser 
InGaAs/GaAs structures with quantum wells (QW). Intensity of this radiation is about of order 
less then intensity of radiation from structures with quantum dots and has no current threshold. 

Introduction 

Intersubband optical transitions of carriers in QW have been investigated in detail, the 
infrared detectors, modulators and lasers have been developed (see, for example [1, 2]). 
A study of interlevel carrier transitions in quantum dots opens the new prospects in 
designing the active devices for far infrared (FIR) region (A > 10 /im). A light 
absorption due to electron transitions from bound states into continuum as well as due 
to hole transition between levels in QD have been investigated recently [3]. 

In this work the spontaneous FIR emission as a result of electron transitions from 
continuum to QD levels as well as of interlevel transitions in QD was detected. This 
radiation is conditioned by synchronous generation of radiation, which is caused by 
electron transitions between ground levels of electrons and holes (hv ~ eg). The latter 
provides a depletion of these levels at high current injection of electron-hole pairs in QD 
heterolaser. The fact, that such a spontaneous radiation have been observed, may be 
considered as the first step of development of the FIR laser based on interlevel carrier 
transitions in QD. 

1   The samples and technique of experiments 

The laser structures with vertical-coupled QD described in [4] were used. The active 
region of such a laser consists of the Alo.5Gao.5As layers with self-organized Ino.5Gao.5As 
quantum dots, the number of layers is 10. Stimulated radiation corresponds to near 
infrared (NIR) region with wavelength about 0.94 /im at 300 K. The silicon photo- 
diode was used for registration of this radiation. The measurements were carried out 
with current pulse having duration about 200 ns. 
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Fig 1. Intensity of NIR and FIR radiation from QD structure. 

To find FIR radiation from these structures the Ge(Cu) and Si(B) photodetectors 
having the sensibility in spectral region A = 5 ... 29 /im at T ~ 30 K were used. The 
Ge and InSb filters placed before photodetectors cut off NIR (A = 0.94 /im) radiation, 
the spectral data in the long-wave range were determined by means of set of BaF2, 
NaCl and KBr filters. The NIR and FIR radiations were investigated simultaneously. 

Also spontaneous FIR emission from laser Ino.2Gao.8As/GaAs quantum well struc- 
tures have been investigated. 

2   Results and discussion 

Fig.l represents the typical optical-current dependencies of both stimulated NIR and 
spontaneous FIR emission from QD laser structures. Spectral range of FIR radiation 
(10... 20 /im) was established with the help of filters. It should be noted that de- 
pendence of intensity of spontaneous FIR radiation on laser current has a threshold 
closed to the threshold current of generation of stimulated NIR emission. The latter is 
of 0.33 A at the low temperatures that is one half of the same at the room temperature. 
So, FIR radiation may be registered only at the same time with generation of NIR one. 

The same investigations have also been carried out in Ino.2Gao.8As/GaAs QW laser 
structures with threshold current of generation of NIR radiation about 0.25 A. Spon- 
taneous FIR emission was found out in these structures too. In this case intensity of 
radiation was about tenth path ofthat in QD structures and had no threshold dependency 
on an electric current. 

Our qualitative explanations of phenomena observed are as follows. First let us 
discuss the conditions under which spontaneous FIR emission from QD laser structures 
is possible. It may be assumed that quantum level structure in QD used is like to 
that described in [5] with characteristic linear sizes of the base of pyramid being about 
10... 12 nm. Such the structures have only one electron level |000) ( in our structures 
two electron levels can exist), and four hole levels: |000), |100), |001) and |110). Under 
electron (hole) injection into AlGaAs layer an electron (hole) capture is executed by 
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Fig 2. Intensity of NIR and FIR radiation from QW structure. 

the states in the wetting layer for some picosecond [6, 7] with its following transitions 
to the electron (hole) QD level. The hole inter-level transitions are also possible. In 
accordance with [6] a transition time between excited and ground levels is about 40 ps. 

At threshold current 4, the ground electron (hole) states in QD are filled and optical 
transition from excited QD levels to ground ones are impossible. 

At pumping current above 4, the stimulated NIR emission origins, the corresponding 
interband transitions deplete the ground electron and hole states in QD and spontaneous 
FIR emission is started. The intensity of this radiation is proportional to the number of 
carriers in excited states Nex and probability the lowest levels to be desolated. Nex is 
linear current function and desolation probability increases with intensity of stimulated 
NIR radiation. 

A current increase involves into generation more and more QD with different sizes. 
Owing to above mentioned reasons the FIR radiation intensity may increase faster in 
compare with linear law. It is confirmed with experimental results at / > /ti,: J^1R oc I2 

(see Fig. 1). A further increase of current leads to linearization of the dependence. 
It is, probably, connected with hole (electron) ejection from excited states by intense 
stimulated radiation and increasing effect of Auger processes [8]. 

We observed also spontaneous FIR radiation from Ino.2Gao.8As/GaAs QW structures. 
The carrier number in excited states (i.e. in upper subbands) is proportional to a current 
through a structure. Ground subbands have always unoccupied states, the holes (or 
electrons) pass into them. That is why the intensity of FIR radiation is proportional to 
a current: J^m oc / and has no threshold (see Fig. 2). It should be noted that carrier 
life time in QW excited states is of order of picosecond, it is less than one tenth of life 
time in QD. Owing to small life time the intensity of FIR radiation in QW was smaller 
than that for QD structures. 

Thus, our results give a hope to receive population inversion for electrons and holes 
in FIR range under interband NIR generation and to create new active devices, for 
instance, FIR laser on the base of interlevel transitions of carriers in QD. 
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Abstract. Experimental investigation of the far-infrared (FIR) optical properties connected with 
intersubband and impurity-to-2D subband states transitions of holes in MQW InxGai_.vAs/GaAs 
and Ge/Gei-xSic heterostructures under lateral transport was performed. The mechanism of the 
inversion population and the far infrared amplification on the excited states to QW state transitions 
under lateral heating is proposed. 

Introduction 

The FIR pulsed p-Ge laser [1] intracavity electroabsorption method was developed and 
used for the investigation far-infrared transparency of heterostructures for the first time. 
The method allows to separate the hole and the lattice impacts in the FIR absorption. 
The measurements were made using the p-Ge laser radiation bands 50 4 60 cm"1 and 
80 4 125 cm"1 with Faraday configuration of the magnetic fields 0.5 ~2T. 

The main advantage of this method is the ultrahigh sensitivity for the change of 
the MQW absorption coefficient. The sensitivity of relative deviation of transparency 
(AT/T ~ 10"3) was determined both the pumping electric field instability and the 
cooling conditions. All results were interpretated in the frame of quasiclassical approach 
of hole heating. Energy diagrams of 2D holes (see the method [2]) and matrix elements 
in the case of intersubband and impurity-to-continuum states optical transitions were 
estimated using simplified model [3]. 

1    InxGai_AAs/GaAs MQW heterostructures with 5-doped barriers 

5-doped p-type InxGai_AAs/GaAs MQW heterostructures were grown by MOCVD 
technique on GaAs(OOl) substrates and contain 20 periods with InxGai_AAs quantum 
wells (0.08 < x < 0.19), layer thickness d = 46 4 152 A, separated by GaAs 600 A 
barriers. Carbon Mayers with the doping level NA = 1011 4 3 x 1012 cm"2 were in- 
troduced in GaAs barrier with the distance L from the quantum well edge changing 
from 25 to 136 A. 20 period heterostructures were grown by MOCVD technique on 
GaAs(OOl) substrates with InxGai_xAs quantum wells (0.08 < x < 0.19), layer thick- 
ness d = 46 4 152 A, separated by GaAs 600 A barriers. Carbon Mayers with the 
doping level NA = 1011 43 x 1012 cm"2 were introduced in GaAs closed to QW barrier 
interface on the distance L changed from 25 to 136 A (see Table 1.). 
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Table 1. . IiuGai-jAs/GaAsrC MQW heterostructures. 

No. # spacer L (Ä) qw d (Ä) X N^ (cm-2) 

1797 53 79 0.19 3.4x10" 
1799 47 71 0.2 5.7xl010 

1801 50 49 0.18 2x10" 
1850 48 48 0.1 1.8x10" 
1884 — 0 — 2.6x10" 
1942 51 50 0.086 2.2x10" 
1943 90 46 0.107 2.2x10" 
1944 136 46 0.11 2.65x10" 
1945 25 50 0.107 2.5x10" 
1946 48 152 0.137 3.1x10" 
1947 51 52 0.11 3.1x10" 
2018 50 50 0.1 1.5xl012 

2019 50 50 0.1 2xl012 

2022 50 50 0.1 7.1x10" 

1.1    Far-infrared hole amplification in heterostructures with shallow quantum wells 

The resonant increase of the FIR transparency under the electric field was observed 
for heterostructures #1947, #1943 with narrow QW A > fko, where A is the gap 
between nearest subband and fko is FIR radiation quantum, while E]hh\ ~ Egs, and 
50 Ä < L < 90 Ä. 

It can be explained by the amplification on the acceptor excited state to QW state 
transitions. The inversion population responsible for the gain is formed on the excited 
states due to real space transfer under the QW hole heating in strong electric fields 
600 < E < 1400 V/cm. 

The mobilities of holes in the barrier (ßB = 300 cm2/Vs) and quantum well (/i w 
3000 cm2/Vsec) regions [3] determine the difference of the effective temperatures in 
the quantum well Tw > 400 K and the barrier TB ~ 100 K for E ~ 103 V/cm 
and Vac — 3 x 109 s_1. The population on the excited states is controlled by barrier 
temperature, if their coupling with QW states is weak. As a result the overpopulation 
of the excited state is reached (fex/fw — 2) and the expected FIR gain is 10 cm"1. For 
the electrical field E > 1500 V/cm the overheating of holes in the barrier leads to the 
depletion of the excited states and decreases the gain. 

1.2   Far-infrared hole absorption in heterostructures with shallow quantum wells 

Three mechanisms can be responsible for the FIR absorption in heterostructures. The 
first is due to the acceptor states to the QW states optical transitions. It has place despite 
of the spatial separation because of the overlap of working state wavefunctions. The 
estimation of the absorption cross-section for gr.st. —> QWst. optical transitions yields 
crg.s. ~2x 10-16 cm""2 (effective barrier thickness L* ~ 25 4- 30 Ä). 

The increase of FIR transparency was observed for the heterostructures with "shal- 
low" QW when the lowest QW subband is above the ground state (Eg,s, ~ 26 meV ) 
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of the acceptor Ehth\ < Eg.s. and L < 100 Ä. 
Acceptor ground state to QW state transitions determine the dependence 1(E) on 

samples #1850, #1942, #1945, #2019, #2022, where typical threshold increase of the 
transparency is explained by acceptor breakdown. 

1.3 Far-infrared intersubband hole absorption in heterostructures with deep quan- 
tum wells 

The second type of FIR absorption is on the QW intersubband optical transitions, that 
dominates when A ~ fko. At this case the electromodulation is determined by the QW 
holes dispersion E(&||). 

For "deep" QW (Ethh\ > Eg.s.) transparency was decreased under the electric field. 
Intersubband transitions dominate in sample #1946, where sign of the modulation cor- 
responds to calculated subbands dispersion. 

1.4 Far-infrared lattice absorption in QW and GaAs 8-doped barriers 

The last FIR absorption observed is caused by the lattice absorption. The decrease 
of FIR transparency was observed for the heterostructures with "shallow" QW with 
remote L > 100 Acarbon Mayers (sample #1944) and also in test Mayers structure 
without InxGai_xAs QW layers (#1884). 

The same effect on 1(E) decrease was observed for the heterostructures with "deep 
narrow" QW (sample #1801), where A > ftw. Multiphonon lattice absorption is 
relatively weak a < 3 x 10"3 cm"1, nevertheless the method allows to register it. 

2   The selectively doped p-type Ge/Gei_ASlx:B MQW heterostructures 

The selectively doped p-type Ge/Gei_xSix:B MQW heterostructures were grown by 
MOCVD technique on pure Ge(l 11) substrates and contain N periods D (N = 36-300) 
with Ge quantum wells, separated by Gei_xSix barriers (Table 2.). 

2.1 Far-infrared intersubband hole absorption in the heterostructure film 

The modulation of FIR transparency was observed for the heterostructures with A ~ fko 
condition. 

It has been shown that far-infrared characteristics of Ge/Gei_xSix:B heterostructures 
with QW width d « 100 A for 0.07 < x < 0.1 are determined by the optical transitions 
between 2D hole subbands Ehh\ —> Ehh2 and for one with QW width d « 170 A— by 
the transitions Ehh\ —> Em. 

Electrical field applied along the MQW layer causes the far-infrared absorption due 
to redistribution of holes on nonparabolic 2D subbands. The electromodulation effect is 
far-infrared radiation frequency dependent that can be explained by hole energy diagram 
calculated [2]. 

2.2 Far-infrared absorption in Ge substrate 

To differ the FIR optical absorption in heterostructure film and in the substrate (pure 
Ge with residue impurity concentration not more than 1013 cm"3) the test experiments 
were performed with the sample #43 2a». After the growing the MQW film was etched 
from the substrate and both the sign and the magnitude of modulation had changed. 
Small effect of FIR transparency decreasing on such Ge substrate under the applied 
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Table 2. Ge/Gci -xSt C:B MQW heterostructures. 

No. # period D (A) qw rf(A) N X NA (cm~2) 

125ais 370 175 36 0.08 IxlO11 

360b3 350 <102 92 0.06 IxlO11 

363a3 335 <105 300 0.06 1.2xl012 

381a,2 245 115 54 0.12 5.xl0u 

381b5 270 110 54 0.12 5.xl0u 

431ai 375 130 36 0.052 IxlO11 

432a8 335 135 36 0.06 5.xl0u 

444ai 240 107 120 0.07 l.xlO11 

444a2 270 110 120 0.067 <10u 

electric fields was registered. That was above the breakdown of Cu impurity centers 
(> 600 V/cm) and caused by the lattice absorption. 
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Abstract. Far-infrared (A = 70... 300 /urn) spontaneous emission and modulation of absorption 
under heating 2D-electrons in strong electric field applied along GaAs/AlGaAs quantum layers are 
observed and investigated. Emission and absorption of light are connected with indirect transitions 
of hot electrons in ground subband of quantum well. Hot electron temperature is determined 
from comparing experimental emission spectra and theoretical ones taking into account optical 
phonon, impurity and interface roughness scattering as well as electron-electron scattering. 

Introduction 

Intraband electron and hole transitions are intensively studied during last years. Partly, 
it is connected with development of fast photodetectors and modulators of infrared (IR) 
range. The creation of quantum cascade [1] and fountain [2] lasers gave impetus to this 
line of physics of low-dimensional systems. The main part of the works on the optical 
intraband phenomena is devoted to absorption and emission of radiation due to direct 
transitions of electrons between subbands. For example, emission of FIR connected with 
intersubband direct transitions of electrons and holes is studied in [3, 4, 5]. However 
light emission and absorption caused by intrasubband transitions of hot carriers has not 
yet investigated. In the meantime these phenomena accompany emission and absorption 
due to direct optical transition and can serve as a source of information about carrier 
properties. 

The aim of the present paper was to find and experimentally and theoretically in- 
vestigate spontaneous FIR emission and modulation of FIR absorption under electron 
heating from GaAs/AlGaAs multiple quantum well structures. 

1    Calculation of emission spectra 

We consider simple rectangular selectively doped in the barrier quantum wells with 
one or more (for example, two) levels e\ and £2 of size quantization. If the distance 
between levels Ae = e2 - £\ is rather great then the absorption and emission of far- 
infrared light (hu <C Ae) with polarization ew _l_ OZ (OZ is structure growth direction) 
can occur only due to indirect transitions of electrons within ground subband £\{k\\). 
The momentum conservation is provided due to processes of electron scattering. One 
can distinguish optical phonon, impurity, interface roughness as well as e-e scattering. It 
should be noted that the light polarized along the structure (e^, || OZ) can be absorbed 
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only using virtual states in the second subband £2(k\\) but calculations shows that the 
contribution of such transitions to the absorption is relatively small and we will not take 
them into account. 

We calculated spectral density of emitted photons as 

jg = PulW
em = A,EEw(k'k')/kO -A'). (i) 

k'      k 

where wave vectors k and k' describe initial and final states of electron during light 
absorption, pu = 2n3w2/7rc3 is photon density of states, n is refraction index, c is 
velocity of light, w(k, k') is probability of quantum emission due to indirect transitions. 
Its value is determined in the second order of perturbation theory: 

«"•k'>=! 
y,   H"HS 

2-r1 £0 - £; 

2 

S(ef-e0). (2) 

Here CQ, e-, and £/ are the energies of initial, intermediate and final states of system, 
Hu is matrix element of energy of interaction between electron and light, Hs is matrix 
element of energy of interaction between electron and scattering center. We took into 
account electron interaction with optical phonons, impurities, interface roughness and 
e-e interaction. We used simplified method of calculating interface roughness scattering 
from [6]. The parameter of calculation was the concentration of scattering islands on 
GaAs/AlGaAs interface. It is shown that e-e interaction could result in absorption 
and emission of long wavelength light only if nonparabolicity of energy spectrum is 
took into account. Analytical expression of transition probabilities are obtained for non- 
degenerated and strongly degenerated electrons. Calculating spectral density accordingly 
(1) we used Fermi distribution function with electron temperature Te. 

2 The samples and experimental technique 

We studied GaAs/Alo.22Gao.78As multiple quantum well structure consisted from 150 
layers of QW of width 6 nm divided by doped 14 nm wide barriers. Spacer was 4 nm 
wide. The electron mobility at T = 77 K was 3300 cm2/(Vs). The surface electron 
concentration ns = 3 • 10n cm"2. The duration of pulses of longitudinal electric field 
was 200 ns. Experiment temperature was 4.2 K. Long wavelength radiation (A = 
70... 300/im) registered with Ge(Ga) photodetector. Radiation spectra were measured 
with the help of tuned InSb filter by magnetic field (see details in [7]). Far-infrared laser 
on hot holes in germanium was used to study modulation of light absorption coefficient 
in longitudinal electric field due to electron heating. 

3 Results of experiment and calculations 

The spontaneous emission spectra at different values of longitudinal electric field are 
presented in Fig. 1. Electron heating occurs with increase of electric field. It leads to 
increase of curve slopes. Results of calculations are presented in Fig. 2. The calculation 
of emission spectra took into account self-absorption processes. The consideration 
of spectral dependency of absorption coefficient introduces significant corrections to 
spectral density of radiation calculated from (1) (see inset in the Fig. 2). It should be 
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noted that in different parts of spectra and at different values of electron temperature 
the relation between diverse scattering mechanisms is varied. So, at great electric 
field E > 100 V/cm the electron transitions with scattering on phonons and impurities 
contribute significantly to the spontaneous emission. Contribution of interface roughness 
and e-e scattering is substantially weaker. 

A correlation between experimental and calculated emission spectra allowed us to 
obtain the electron temperature as a function of electric field. The electron temperature 
reaches 400 K at E = 2 kV/cm. Our results are agreed with data of [8] where similar 
radiation from single heterojunction at moderate electric field was investigated as well 
as with theoretical calculations of dependence Te(E). 

The electric field dependencies of the change of absorption coefficient for s- and 
p-polarizations of submillimeter radiation are also studied. Comparison of experimental 
and calculated data for light absorption at different electron temperatures is carried out. 
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Abstract. Far IR emission and current-voltage characteristics of hot holes in strained MQW 
InxGai_.vAs/GaAs heterostructures at lateral charge transport are investigated. Highly nonequi- 
librium phenomena observed are shown to results from the real space transfer. The simple 
experimental criterion for the population inversion between barrier and quantum well states is 
put forward. The population inversion is shown to realize in "shallow" (with respect to the optical 
phonon energy) In.cGai -xAs quantum wells. 

Introduction 

Recently there has been considerable interest to the hot holes in strained multi-quantum- 
well (MQW) InxGai_xAs/GaAs heterostructures excited at lateral charge transport [1- 
6]. The interest is stimulated by the possibility to realize the hot carrier population 
inversion and the amplification of the far infrared (FIR) radiation under the real space 
transfer (RST) conditions. In the present paper the simple experimental criterion for 
the population inversion between barrier and quantum well states based on the figures 
obtained from the observed FIR emission and transport characteristics of hot holes is 
put forward. 

1    Experimental 

InxGai_AAs/GaAs MQW heterostructures with Mayers of carbon at 50 A apart from 
the boundaries of each InGaAs QW were grown by MOCVD on GaAs(OOl) substrates 
[1]. Pulsed electric field up to 2.5 kV/cm was applied to the structure via strip electric 
contacts deposited on the sample surface at 3 4- 4 mm apart. Current-voltage (I-V) 
characteristics were investigated in wide temperature range 4.2 4 300 K. Hot hole FIR 
emission at T = 4.2 K was detected by photoresistor Ge:Ga (fko = 10 4 25 meV). 
Narrow band n-GaAs photodetector (fko = 4.2 meV) was used for the investigation of 
the cyclotron emission of the hot carriers in high magnetic fields (normal to the plane 
of the heterostructure) up to 14 T. 
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1.0     1.5 
E (kV/cm) 

Fig. 1. Emission-voltage and current-voltage 
characteristics of the sample #2154 (x = 0.11, 
dQW = 47 Ä, ps = 2x 1011 cm"2, «QW = 50) 
at T = 4.2 K. Detector — Ge:Ga. 

1.0     1.5 
E (kV/cm) 

Fig. 2. Current-voltage characteristics of the 
sample #1947 (x = 0.11, <S?QW = 52 Ä, ps = 
2x10" cm"2, nQW = 20) T, K: 1—4,2, 2— 
40, 3—60, 4—80, 5—100, 6—140. 

2   Results and discussion 

Current-voltage and emission-voltage characteristics of the sample #2154 with "shallow" 
(with respect to the optical phonon energy HLOQ = 37 meV) QWs are given in Fig. 1. In 
this sample the calculated [1] position of the only hole subband hhl in QW is 28 meV 
lower with respect to the edge of the valence band in the barrier. This figure is very 
closed to the binding energy of carbon acceptor in GaAs of 26 meV. Therefore at 
T = 4.2 K the holes may be frozen out at the impurities since the binding energy 
increases in the vicinity of QW. The steep rise of the current and the emission at 
E > 0.3 kV/cm results from the impact ionization of the impurities and the hole transfer 
from Mayers into InGaAs QWs. At further increase of the electric field the saturation 
of current was observed at is = 1.8 -f 2.5 kV/cm resulted from hot hole escape from 
QWs to the barrier layers (i.e. RST) where the carrier mobility drop drastically due 
to the increase of the effective mass and to the strong ionized impurity scattering in 
5-doped barriers. At the same fields the emission intensity reaches its maximum and 
then monotonously decreases with the electric field (Fig. 1). The cogent argument on 
the important role of RST in high electric fields is the behavior of I-V characteristics at 
higher temperatures. Fig. 2 shows I-V plots for the sample #1947 (similar to #2154) 
in between 4.2-140 K (cf. [3]). The saturation current increases with the rise of the 
temperature thus proving that the saturation is connected with the RST rather than with 
the optical phonon scattering as stated in [7]. 

The "shallow" QWs seems to be most suitable for the realization of the population 
inversion between barrier and well states [5, 6]. The key point of the inversion mech- 
anism is the high effective carrier temperature in QWs (Tw) and the low one in the 
barriers (Tb). This results from the large difference in the carrier mobilities in the QWs 
and in the barriers. The theoretical criterion for the inversion [5, 6] can be expressed 
in the simplest form for rather reasonable case when not only the well but also barrier 
states are of 2D nature (that for example can take place if the barrier holes are confined 



162 Far-Infrared Phenomena in Nanostructures 

Fig 3. CR emission spectra for the sample #1842 (x = 0, 22, C/QW = 81 Ä, ps = 2x 1011 cm 
«QW = 20). 

in the selfconsistent Coulomb potential at the Mayers).   In this case the occupation 
number ratio is given by the simple relation [6] 

«A T 
■exp 

A 
~T~ (1) 

For Tw « A and Tw > Tb this formula gives the population inversion (p > 1). Direct 
information on the hot hole temperature in QWs was obtained from the measurements 
of CR emission (Fig. 3). In this experiment hto = 4.2 meV is too small for the inter- 
subband or barrier-well transitions; so the observed radiation results from the cyclotron 
resonance (CR) emission in QWs with the maximum corresponding to the resonant 
magnetic field H = tocmc/e (mc is the cyclotron hole mass). As one can see from 
Fig. 3 the maximum on curve 1 at E = 110 V/cm corresponds to the effective cyclotron 
mass of 0.12/MO while at E = 840 V/cm the maximum is shifted to 0.19niQ. According 
to the calculated energy-momentum law (that is highly nonparabolic) this increase of 
the cyclotron mass corresponds to the hole heating up to 30 meV, i.e. Tw > 300 K. 
On the other hand from Fig. 2 one can estimate the "barrier" hole temperatute in the 
sample with "shallow" QWs as low as Tb < 50 K since up to this figure the saturation 
current is insensitive to the increase of the lattice temperature. Moreover from these 
curves it is possible to estimate the ratio of the hole concentrations in "barrier wells" 
and in the QWs Nb/Nw. It is quite natural to assume from the data in Fig. 2 the hole 
mobility in the QWs to be independent on electric field and that in the "barrier wells" 
to be equal to zero. Under this assumption one should continue the linear parts of I-V 
curves at T = 40 4100 K as the straight line with the same slope up to E = 2.5 kV/cm 
(if the hole number in QWs would be constant). Then it is possible to estimate Nb/Nw 

as the ratio of lengths of the vertical segments (i.e. at E = const.) between the above 
straight line and certain I-V curve and between the I-V curve and the absciss axis. This 
procedure gives Nb/Nw « 0.5 for T = 4.24-40 K at E = 2.5 kV/cm. On this base one 
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can reformulate the relation (1) in more simple and "transparent" manner: 

nw      Nw Tb mb ' 

Substituting in (2) the experimentally obtained figures Nb/Nw « 0.5, Tw « 300 K, 
Tb « 50 K, mw « 0.19mo and the well known hole effective mass in GaAs nib ~ 0.5mo 
one readily gets p « 1.1. Since in the expression (2) the hole concentration in the 
barriers was surely underestimated by neglecting their mobility it is possible to assert 
the realization of the population inversion (p > 1) in the real MQW heterostructure. 

Acknowledgements 

This research made possible in part by Grants # 97-02-16311 from RFBR, # 094-842 
from INTAS, #97-2-14 from INCAS, NATO LG HTECH.LG 960931 and from Rus- 
sian Scientific Programs "Physics of Solid State Nanostructures" (# 96-1023), "Physics 
of Microwaves" (# 3.17), "Fundamental Spectroscopy" (# 7.8), "Leading Scientific 
Schools" (# 96-15-96719) and "Intergation" (# 540). 

References 

[1] V. Ya. Aleshkin et ai, JETP Lett 64 520 (1996). 
[2] D. G. Revin et at, Phys. Stat sol.(b) 204 184 (1997). 
[3] V. Ya. Aleshkin et at, ibid. 204 178 (1997). 
[4] V. N. Shastin et ai, ibid. 204 174 (1997). 
[5] V. Ya. Aleshkin et at, ibid. 204 563 (1997). 
[6] V. Aleshkin et at, Proc. 1997 International Semiconductor Device Reseach Symposium, 

December 10-13, 1997 Charlottesville, USA, p. 263. 
[7] M. Reddy, R Grey, P. A. Claxton, J. Woodhead, Semicond. Sei. Technol. 5 628 (1990). 



Ioffc Institute FIR.06p 
6th Int. Symp. "Nanostructures: Physics and Technology" 
St Petersburg, Russia, June 22-26, 1998. 

IR lasing scheme on X-r transitions under real space transfer in n-type 
GaAs-AlAs-like MQW heterostructures 

V. Ya. Aleshkin and A. A. Andronov 
Institute for Physics of Microstructures, RAS, 603600 N. Novgorod, 
GSP-105, Russia, E-mail:andron@ipm.sci-nnov.ru 

Abstract. New mechanism for IR laser action on transition between X-valley states in AlAs 
and r valley states in GaAs under F-X intervalley transfer in GaAs and X valley GaAsAlAs 
real space transfer is proposed. Ratio of occupation numbers in X-valleys to the numbers in 
F could be higher than 100 while amplification coefficient could be as high as 100 cm"1. In 
GaxAli_xAs-Ga,Ali_yAs MQW system, x < 0.4, y > 0.4 by changing composition the laser 
tunability from 3 /im to 100 /im could be achieved. 

Introduction 

There is a need to find out a scheme which can provide lasing in simple MQW systems 
which could fill band from far to mid IR regions. Recently our group came across 
[1, 2] seems a universal population inversion mechanism based on RST in MQWs and 
lower heating (providing lower electronic temperature) of the higher laying states which 
could serve this goal. In particular it was pointed out [2] that the mechanism should 
work under mixture of intervalley and RST in n-type GaAs-AlAs-like MQWs. And the 
present report gives thorough discussion of the latter possibility. 

1    X-F valley population inversion 

In GaAs-AlAs MQW system the conduction band structure is such (Fig. la) that GaAs 
layers are wells for F-valley electrons while AlAs layers are wells for X-valley electrons. 
If GaAs thickness is not so low then the F-valley level in GaAs is lower than X-valley 
lowest level. Under high enough electric field F-valley electrons reach energy higher 
than X-valleys in GaAs and perform F-X intervalley transfer (IVT). Then moving spa- 
tially in X-valleys electrons perform RST to AlAs layers, "fall down" to lowest X-valley 
level in AlAs due to optical and intervalley phonon scatterings and are accumulated at 
the level due to low rate of X-F transfer through GaAs-AlAs interface (Fig. lb). The 
rate is low due to low density of states (effective mass) and to low overlapping of X 
and F valley wave functions and weak direct X-F coupling at the interface (cf e.g. 
[3, 4]) All these result in reduction of X-F intervalley scattering element to 5 < 10-2 

as compared with the element inside GaAs. Also electrons "leak" from GaAs to AlAs 
due to weak F-X scattering through GaAs-AlAs interface. It is this accumulation of 
electrons at the bottom of X-valleys in AlAs which produces X-F valley population 
inversion. 

To give crude estimate of degree of the inversion i.e. ratio of occupation numbers at 
the bottoms of lowest levels in X and F valleys — «x and «r — let as consider equation 
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GaAs AlAs 

(a) 

X 

GaAs AlAs 

(b) 

-[001] 

Fig 1. Band diagram of one period of GaAs/AlAs MQWs (a) and scheme of inversion formation 
process (b). 

for total number of electrons in F valley of GaAs Nr. We suppose that electrons in 
AlAs occupy lowest level only and they have Boltzman distribution with electronic 
temperature Tx while F electrons on all levels have common electronic temperature 7r- 
We will not consider here contribution of L-valley electrons: AlAs is barrier for L-valleys 
and in AlAs they are higher in energy than lowest X-valley level; so L-valleys only "suck 
up" electrons from F valley of GaAs increasing degree of the inversion estimated below. 
The equation for number of electrons in F valley may be written approximately as: 

dNr 
dt 

v^x exp 
A GaAs 

ur_xexp Af_x ^Vr + *4-r^ x-r^x 

Here z^p^f is effective F-X IVT scattering rate in GaAs, v'T_x is F-X scattering rate 
through GaAs-AlAs interface, Nx is total electron number at the lowest level in AlAs 

r is return rate from AlAs to GaAs through interface, A^p is valley separation 
r is the separation across GaAs-AlAs interface. Ratios of the rates 

may be approximately written as: 

and vx 

in GaAs and A!
x 

r,GaAs yr-x 
Sß, ,,GaAs yr-x 

öj(mr/mx) 

Here «r, % are effective electron masses, 5 « 10-2 is the mentioned above reduction 
factor, ß is factor of about unity which is determined by 3d-2d difference between 
scattering to X-valley continuum in GaAs and 2d F-X scattering through interface and 
by number of X-valleys involved while 7 (also about 2-4 for the case discussed below) 
is factor determined in a similar manner. Because for Boltzman distribution occupation 
numbers na = 
(2) one have: 

(irk /maTa)Na, a = X, F for the steady state from the equation (1)- 

«x 
«r 

(rr/?k)[exp(-AG!A
x

s/rr) + SßexV(- Af_x /m 
8j 

It is well known that in GaAs at electric field of about the Gunn effect threshold 
(E « 2-3 kV/cm) the drastic rise in electron temperature appears and the temperature 
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Fig 2. F—X valleys in Brilluoin zone of GaAs with XZ valleys situated along growth direction 
(b) and electronic subbands for an example structure. 

quickly (at E « 5-6 kV/cm) rise to of about 1/3-1/2 of AX-r — 100-200 meV. At 
the same time electronic temperature in X-valleys of AlAs stay low — of about half of 
energy of an intervalley phonon (15-20 meV) due to strong intervalley scattering. This 
temperature can be decreased even more if one introduce selectively doping of AlAs. 
Due to small factor 8 < 10-2 and high ratio 7r/7x population inversion («x/«r > 1) 
is easy achieved here. So we conclude: In the GaAs-AlAs MQW system proposed 
X-Y-valley population inversion should arise at electric field of about the Gunn 
effect threshold E « kV/cm and at higher field can be colossal— «x/«r > 100. 

It should be also noted that in the field where high population inversion takes place 
almost all electrons are in X-valleys so that one could expect that there will be no static 
negative differential conductivity at this field and one can avoid problems related to 
domain formation. 

2   Amplification coefficient 

Optical transitions between X and Y valleys become allowed due to X-F-valley coupling 
at GaAs-AlAs interface for X-valleys — along growth direction (Xz valleys Fig. 2a) — 
and at resonant conditions when in F-valley there is (second) level which has energy 
close to that of first level in Xz-valleys of AlAs. Also the Xz-valley lowest level should 
be the lowest in AlAs for the electron accumulation to take place just at these level. 
Such situation can be achieved at low AlAs layer thickness to provide higher quantizing 
energy level for the side Xx and Xy valleys. Energy levels in a structure which satisfy 
all of the mention conditions are given in Fig. 2b. 

To estimate amplification coefficient we suppose that all electrons are in X^-valleys 
of AlAs. Amplification coefficient /i for electromagnetic wave propagating along the 
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layers of the MQW structure can be written as: 

A      i r-                   e^m p = 47rcr/v/e0c, a = —,/ 
mx-lx 

Here eo is dielectric permeability and a is the bulk conductivity, N0 is bulk electron 
concentration (No = Nx/d, d = ü?GaAs + ü?AIAS and / is oscillator strength). For 2 to 
1 transitions inside GaAs well / « 1; for resonant X-F transition (marked by circle 
and arrow in Fig. 2b) / « 1/4 because under resonant coupling independently of the 
coupling strength wave function are equally divided between two resonantly coupled 
wells. With / = 1/4, Nx = 5 x 1011 cm"2 and Tx = 20 meV we get: ß = 5 x 102 cm"1 

what is quite a value! 

Conclusion 

Fo summarize: we put forward new population inversion and lasing scheme in MQW 
systems based on X-F minima optical transitions from AlAs-like layers to GaAs-like 
layers under mixture of IVT and RST and present crude estimate of the inversion 
degree and amplification coefficient for GaAs-AlAs structure which show extremely 
promising figures for lasing at A « 8 /im. It should be emphasizes that in the alloy 
MQW structures Gai-jAljAs-Gai-yAlyAs with x < 0.4, y > 0.4 (at x or y equal to 
0.4 X-F separation is zero in the bulk) there exist broad opportunity for change of the 
lasing wavelength (both to shorter and to longer wavelength) and also for reduction of 
electric field needed for lasing. In particular for both x and y close to 0.4 FIR lasing at 
wavelength longer than say A « 100/im could be achieved. 
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Abstract. Lateral electric field (up to 2 kV/cm) effects on transmittance in selectively doped 
p-type MQW In.cGai _xAs/GaAs heterostructures with delta-doped barriers have been studied. 
The peculiarities of the transmittance spectra associated with hole transitions from the acceptors 
to the quantum wells and with the hole escape from the quantum wells into the GaAs barriers 
have been observed. The hole effective temperature in the quantum wells and the population of 
impurity states in high electric fields were obtained. 

In recent papers [1-3] the far IR emission and absorption as well as photoluminescence 
(PL) from 2D hot holes in MQW InxGai_AAs/GaAs heterostructures at lateral transport 
has been investigated experimentally. The remarkable high nonequilibrium phenomena 
in the high electric fields were revealed under real space transfer (RST) [4] and the new 
mechanism of the intraband population inversion and far IR lasing was put forward [5,6]. 
The paper presents the first study of lateral electric field effects on the optical trans- 
mittance of p-type InGaAs/GaAs heterostructures under RST. Investigations of optical 
transmittance allowed us to study directly the energy hole distribution in the quantum 
wells and hole population on the acceptors under heating by high lateral electric field. 

InxGai_AAs/GaAs heterostructures (0.07 < x < 0.2, c/inoaAs = 4.5 to 10 nm, 
cfcaAs = 60 nm, nQW = 20) were grown by MOCVD technique at atmospheric pres- 
sure on semi-insulating GaAs (001) substrates. Two delta-layers of Zn were introduced 
at 5 nm from both sides of each InxGai_AAs quantum well in GaAs barrier layers. 
Typical values of 2D hole concentration were of ps = (0.6 to 1.7) x 10n cm"2. The 
lateral pulsed electric field (is) up to 2 kV/cm 5 to 10 /xs in duration was applied to 
the structure via strip electric contacts deposited on the sample surface at the distance 
3 to 4 mm. In addition to the transmittance the PL for the samples at is = 0 was 
also investigated. PL was excited by cw Ar+ laser, dispersed by monochromator and 
detected by cooled photomultiplier. In transmittance experiments the light from halogen 
lamp was dispersed by monochromator and guided to the sample by optical fibre and 
detected by Ge-diode placed behind the sample. The measurements were carried out at 
4.2 K. In all experiments boxcar integrator was used for data acquisition. In transmit- 
tance experiments the measured signal was proportional to the difference between the 
intensities of light passed through the sample without and under applied electric field. 

In Fig. 1 the schematic energy band diagrams and the main optical transitions for 
two types of investigated heterostructures (a and b) are shown. In the heterostructures 
with deep quantum wells (x « 0.18 to 0.2, dinGaAs « 8 to 10 nm) the energy of the 
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A-el hhl-e I A-c 
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Fig 1. Energy zone diagrams for heterostructures with deep (a) and shallow (b) quantum wells. 
Possible optical transitions are shown by the arrows: hhl-el—first heavy hole level—first electron 
level, A-c—acceptor—conduction band of GaAs, A-el—acceptor-first electron level, v-c—valence 
band-conduction band of GaAs. 

first heavy hole level (hhl) in the quantum wells with respect to the valence band 
edge in GaAs exceeds that of the ground state of the ionization energy of the acceptors 
(31 meV for Zn) and at zero electric field the acceptors are completely ionized and 
all holes turn to be in the quantum wells. In the heterostructures with narrow and 
shallow quantum wells (x « 0.07 to 0.1, ü?inGaAs ~ 4.5 to 5.5 nm) the energy of the 
first heavy hole level in the quantum well is less than the acceptor in the barrier and at 
zero electric field the holes are frozen at the impurities. Current-voltage characteristics 
in these heterostructures exhibit sharp current increase at electric field of the order of 
0.3 to 0.6 kV/cm due to impact ionization of the acceptors [1]. 

In heterostructures with deep quantum wells at zero electric field the hole concentra- 
tion in the quantum wells is high and therefore the edge of the fundamental absorption 
is shifted to the shortwavelength region due to Burstein-Moss effect. Hole heating re- 
sults in the change of the hole distribution and hence in the tailing of the fundamental 
absorption edge. This leads to both the increase of the sample transmittance at the 
energies (hw) higher than Fermi energy and the decrease of the energies lower than 
Fermi energy (Fig. 2a). PL spectrum at E = 0 is also given in Fig. 2 for comparison. 
The widths of low energy "negative" peaks in the transmittance modulation spectra as 
well as of PL one are determined by the fluctuation of the quantum wells parameters 
and existing of the state density tails in band gap. The widths of high energy peaks 
in the transmittance modulation spectra specify the effective temperature of hot holes 
in the quantum wells (Tw) that reaches approximately 300 K in intermediate electric 
fields and does not change at the further increase of the electric field due to high optical 
phonon scattering. It is clearly seen from Fig. 2a that at E > 1.2 kV/cm the saturation 
of low energy "negative" peak takes place. This saturation seems to result from the 
depopulation of hole states in the quantum wells i.e. the hole occupation numbers tend 
to zero. In Fig. 2a one can see that in the moderate electric fields 0.3 to 0.6 kV/cm 
the integral intensity of the "negative" peak is approximately the same as the "positive" 
one. This relation corresponds to the conservation of the hole number in the quantum 
wells. However at higher electric fields up to 1.2 kV/cm the intensity of "negative" peak 
increases while that of the "positive" one saturates that evidently indicates the escape 
of hot holes to barrier layers, i.e. RST 
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Fig 2. PL (at E = 0) and transmittance modulation spectra for 10 nm In0.2Gao.sAs/GaAs (a) 
and for 5.5 nm Ino.08Gao.92As/GaAs (b) quantum wells for lateral electric field (kV/cm): 1—0.38, 
2—0.63, 3—0.95, 4—1.26, 5—1.58, 6—1.9. 

In heterostructures with shallow quantum wells the transmittance modulation was 
not observed up to electric fields corresponding to the acceptor breakdown (E « 
0.3 kV/cm). The breakdown results in the hole transfer from acceptors to the quantum 
wells. lonization of acceptors leads to the increase of impurity-conduction band ab- 
sorption and hence to the transmittance modulation in the frequency region in between 
A-c and v-c transitions (Fig. 2b). The amplitude of the negative modulation rises with 
the electric field thus testifying the increase of the number of the ionized acceptors. In 
some samples the saturation of transmittance modulation was observed that seems to 
result from the ionization of the most part of the impurities. In contrast to the deep 
quantum wells in the shallow ones no positive transmittance modulation connected with 
the carrier redistribution in the quantum wells was observed (cf Fig. 2a and Fig. 2b). 
This result from the fact that the dominant mechanism of the modulation in the shallow 
quantum wells is the ionization of the acceptors. The other optical transitions seems to 
be responsible only for the changes in the form of spectral line and in particular in the 
observed low-energy shift of the modulation maximum (Fig. 2b). 

Thus the transmittance measurements in high lateral electric fields are shown to be 
a sensitive tool to probe hot carrier distributions in deep quantum wells. The obtained 
high value of the hole effective temperature Tw = 300 K is the necessary condition for 
the realisation of the population inversion between barrier and quantum well states [6]. 
The results obtained from the transmittance modulation in the shallow quantum wells 
give the additional information on the population of impurity states in high electric fields 
that is significant for the "design" of the RST laser structure. 
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Foundation for Basic Research, No. 97-1069 from Russian Scientific Program "Physics of 
Solid State Nanostructures" and the State Science and Technology Program "Physics of 
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Abstract. Under the influence of a perpendicular electric field the mini-bands of a superlattice 
break up and form localised electron states within each quantum well. The energy separation 
between adjacent well states is proportional to the field and the system has become known as 
a 'Stark Ladder'. This work investigates the potential of superlattices within the Stark Ladder 
regime as tunable intersubband emitters for the far-infrared region of the spectrum. 

1 Introduction 

The recent rapid development of unipolar semiconductor (or quantum cascade) lasers, 
based on intersubband transitions in quantum well structures, has been impressive, with 
recent reports of high power devices operating at room temperature [1]. The majority 
of this work has centred around emission in the mid-infrared (4-12 /im) region of 
the spectrum, and more recently attention has turned towards field tunable devices [2] 
which promise much in the way of application. 

Another area of increased interest and potential exploitation of unipolar semiconduc- 
tor emitters/lasers is the far-infrared (300-30 /im) or terahertz (1-I0xl012 Hz) region 
of the spectrum [3]. Indeed tunable terahertz emission has been demonstrated [4]. This 
theoretical work explores a new design for a far-infared emitter based on intersubband 
transitions between the conduction band states of adjacent wells of a Stark Ladder. The 
main benefit of this two-level system is the extent of its tuning range, with the particular 
design advanced here having a subband separation tunable by an electric field from 5 
to 37 meV. This tunability offers the potential for light emission from 33 to 248 /im. 

2 Theoretical methods 

The envelope function/effective mass approximations were assumed, hence the one- 
dimensional Schrödinger equation can be written as 

4§-zi§-z + ^)-eF(Z-Z0))i,=Eni, (1) 

where V(z) represents the conduction band profile and F is the electric field strength, 
note the origin z0 of the field has been chosen as the centre of the quantum well 
structure. This was solved with a numerical shooting technique. 

After some optimization, the basic design settled upon was a superlattice of 50 A 
Gao.8Alo.2As barriers and 50 A GaAs wells, hence the period L = 100 A. One of the 
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Fig 1. (a) Schematic representation of wave functions, energy levels and confining potentials in 
the Stark Ladder regime, (b) Electron-LO phonon scattering rates from well m to m + 1 as a 
function of electric field. 

criteria being low field miniband breakup in order that the subband separations quickly 
satisfied the Stark Ladder demand 

in+l eFL (2) 

i.e. an emission frequency proportional to the field. An additional criteria being a 
reasonable overlap of the wave functions centred in adjacent wells to ensure relatively 
short spontaneous emission lifetimes. The basic design operation is similar to quantum 
cascade lasers—electrons scatter down the 'ladder' of localised states. As shown be- 
low the majority of energy transitions are non-radiative, but some produce the desired 
photons. The equal spacing of the energy levels leads to monochromatic emission, the 
frequency of which is proportional to the applied electric field. 

It was shown that a 5 well structure was of sufficient extent to exhibit the energy level 
structure of the infinite superlattice, hence this system was adopted in these theoretical 
calculations. Fig. 1 (a) illustrates the Stark Ladder regime of the superlattice. At this 
point the electric field is of sufficient magnitude to localize the electron wave functions 
to 1 or 2 wells. Calculations showed that indeed the Stark Ladder criteria of Eq. 2 was 
applicable for fields of 5 kVcm-1 and upwards, hence the desired emission properties 
of tunability and linewidth are fulfilled. The feasibility now centres around the expected 
power output of the device. 

With this aim, the electron-electron [5] and electron-phonon (using bulk acoustic 
and longitudinal optic (LO) modes [6]) scattering rates were calculated, assuming in- 
dependently thermalized subbands each of carrier density 1010 cm"2. The radiative 
transition rate was calculated using the approach of Smet [7]. The results confirmed 
that scattering rates from level \n + 1) —> \n) were equal for n = 2, 3 and 4: it can 
be seen from Fig. 1(a) that the lowest energy state |1) does experience an 'end' effect. 
Thus the rates are applicable to a hypothetical infinite structure and are discussed below. 
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Fig 2. (a) Electron-electron scattering rates from well n to n + 1 as a function of electric field, 
(b) internal quantum efficiency. 

3   Results and discussion 

As mentioned above, there are three scattering mechanisms which, a priori, are ex- 
pected to be relevant. However the calculations show that electron-acoustic phonon 
scattering is weak in this system, of the order of perhaps 5% of the electron-LO phonon 
rate, and can therefore be ignored. The important mechanisms of electron-LO phonon 
and electron-electron scattering are displayed in Figs. 1(b) and 2(a). It can be seen 
that typically the electron-LO phonon scattering rate is a factor of 4 larger than the 
electron-electron rate. 

With L in Ä and F in kVcm"1 then the subband separation is simply given by 
E„+\ — E„ = F meV which allows for easy interpretation of the electric field into 
an emission energy. The LO phonon energy in GaAs is 36 meV, hence the rapid 
'switch on' of this scattering mechanism as the subband separation reaches this value 
(at 7^=36 kVcm-1), is illustrated by the data at 4 K. The higher temperature curves 
of Fig. 1(b) are in contrast to this and display scattering even though the subband 
separation is below the LO phonon energy. This is due to emission from the high 
energy thermal tail of the upper subband Fermi-Dirac distribution. Whilst this thermal 
effect is important, an explanation of the exact field dependencies of the scattering 
rates requires an appreciation of the fact that the overlap of the initial and final wave 
functions decreases with an increasing field and the increasing subband separation leads 
to a increasing change in momentum between the states, both factors lead to a reduction 
in rate. 

In contrast the temperature dependency of the electron-electron scattering rate is 
much weaker and derives from the thermal broadening of the distributions and the 
thermal dependency of the screening factor. Again the scattering rates decrease due to 
an increasing subband separation which requires a larger change in carrier momentum. 

The effect of both these non-radiative transitions on the internal quantum efficiency, 
defined as the ratio of the radiative to the total non-radiative scattering rate, is displayed 
in Fig. 2(b). As might be expected the quantum efficiency is highest at low temperatures, 
due mainly to the suppression of LO phonon emission. Most importantly, at 4 K it 
peaks at subband separations just below the LO phonon energy at 34 meV=37 /im. 
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The quantum efficiency at this point is ~ 2 x 10-5. Although this appears quite low 

it needs to be considered in context. For every N electrons in well m say, only so '000 

emit a photon in the process of scattering to well m + 1. However if there are a 100 

repeats in the superlattice then the number of photons emitted is ^ of the number of 
electrons passing through the system. Fig. 2(b) shows that the expected performance 
is better at short wavelengths, down to the minimum of 35 /im (= 35 kVcm-1). At 
longer wavelengths the expected number of photons generated decreases, the maximum 
wavelength is at F = 7 kVcm-1 = 177 /im by which the quantum efficiency has fallen 
by a factor of 10 from its peak value. 

The peak in quantum efficiency at 77 K is a factor of 8 less than that at 4 K and 
occurs for a subband separation of 20 meV = 62 /im. Further increases in temperature 
give rise to further decreases in efficiency. 

4    Conclusion 

Intersubband transitions between the equal spaced steps of a Stark Ladder offer potential 
for tunable far-infrared emission. The particular design advanced here, to illustrate the 
principle, offers potential for emission tunable from 35 to 177 /im with a peak in 
efficiency at the shorter wavelengths. 
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Low-dimensional electron semiconductor structures as tunable 
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Abstract. A general analytic theory of voltage tunable solid-state far-infrared (FIR) amplifiers, 
generators and emitters, based on a current-driven instability of two-dimensional (2D) plasmons 
in a grating-coupled 2D electron system (ES) is presented. 

1    Introduction 

An idea of using the radiative decay of grating-coupled 2D plasmons in semiconductor 
heterostructures in order to create tunable solid-state FIR sourses was being discussed 
in the literature since 1980. In experimental papers, see e.g. Refs. [1, 2, 3, 4], one uses 
a semiconductor structure (e.g., GaAs/AlGaAs) with a 2DES at the heterointerface, and 
a metal grating coupler on top of the sample (Fig. 1, where the incident electromagnetic 
wave is absent). A strong dc current is passed through the 2DES, and 2D plasmons are 
excited in the system due to a current driven plasma instability [5]. The grating couples 
2D plasmons to an external electromagnetic field, and their energy is converted to FIR 
radiation with a frequency depending on the dc current. In spite of the strong appeal of 
this idea and essential improvements of physical parameters of GaAs/AlGaAs samples 
in recent years, the intensity of the emitted radiation remains to be too weak [4] for 
device applications. 
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Fig 1. The geometry of the structure. 

We present a general electrodynamic theory of a grating-coupled 2DES, both with 
and without the flowing dc current jo. We formulate particular recommendations on 
how to design amplifiers (generators) with desirable characteristics, and show that 
voltage tunable solid-state FIR amplifiers, generators and emitters can be created in 
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low-dimensional electron semiconductor heterostructures with experimentally achiev- 
able parameters. 

2    Formulation of the problem and analytic results 

We consider a propagation of electromagnetic waves through the structure shown in 
Fig. 1 and calculate the transmission T(to, v<jr), reflection R(to, Vdr), absorption A (to, Vdr) 
and emission E(to, vdr) coefficients of the structure as functions of the light frequency 
to, drift velocity of 2D electrons v<jr, and other physical and geometrical parameters of 
the structure (densities, mobilities and effective masses of electrons in the 2DES and 
in the grating, period of the grating a, width of the grating strips W, distance between 
the 2DES and the grating D). The period a and the distance D (typically ~ 1 /im or 
smaller) are assumed to be smaller than the wavelength of light A (typically > 100 
/im). The calculated transmission t(to) and reflection r(to) amplitudes have the form 

t(to) = r(to) + 1 = —±— (l - 2«f^^ ) . (1) 

The transmission, reflection and absorption coefficients are determined as T(to) = 
|r(u;)|2, etc. In Eq. (1), / = W/a, c is the velocity of light, eb(to) is the dielectric 
permittivity of the surrounding medium (assumed to be uniform in all the space), 

CM = e2O(0, to) (\ + 2ri/y Y, ^a{G)W{G, to)) (2) 
\ UZb\U) ^ j 

is a response function of the structure, the sum is taken over all reciprocal lattice vectors 
G = (2imi/a, 0), m is integer, 

W(G, io) = l-(l i—) e-2^D, (3) 
V £2D(G, tO) J 

e2D(G, to) = 1 H rT0-2i)(G, to) (4) 
toeb(to) 

and (T2D(G, to) are the frequency and wave-vector dependent "dielectric permittivity" 
and the conductivity of the 2DES, KG = \/G2 - to2eb(to)/c2, cr\D(to) = cr\D(x, to) 
is a (local) conductivity of electrons in the grating [treated as an infinitely thin 2D 
layer with an electron density n\(x) at \x - ma\ < W/2 and a vanishing density at 
\x - ma\ > W/2], the angular brackets mean the average over the area of a grating strip, 
(...) = /(.. .)dx/W, and the form-factor a(G) in Eq. (2) is determined by Fourier 
components of the normalized equilibrium electron density d(x) = n\(x)/(n\(x)) in 
the grating strips, at(G) = |(i9(x)e'G'r)|2. 

In Eqs. (1) - (4) electrodynamic effects are taken into account within the classical 
electrodynamics, nonlocal, quantum-mechanical, and scattering effects in the 2DES, as 
well as the influence of the flowing current y'o enter the theory via an appropriate model 
for the conductivity (T2D(G, to), the conductivity cr\D(to) includes the dependence on 
the density and the scattering rate (or mobility) of electrons in the grating, a possible 
frequency dispersion of the surrounding medium is taken into account in function eb(to). 
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Fig 2. The calculated transmission coefficient T(u>, vdr) of several structures. 

3    Discussion 

Figure 2 demonstrates the calculated transmission coefficient of the grating coupled 
2DES versus the frequency of light and the dimensionless drift velocity of 2D electrons 
U = Vdr/vF2, at different values of device parameters (vF2 is the Fermi velocity). 
Figure 2a shows T(LO, v<jr) in a large range of drift velocities 0 < U < 4 at parameters 
taken from Ref [4] (metal grating, n2 = 5.4 x 10n cm"2, /i2 = 4 x 105 cm2/Vs, 
a = 2 /im, W = 1.2 /im, and D = 62 nm). One sees a rich excitation spectrum of 
2D plasmon modes, but a pronounced amplification of light [T(LO, vdr) > 1] is achieved 
only at U ~ 3 which is far beyond realistic experimental possibilities (the estimated 
maximum drift velocity of 2D electrons in Ref [4] corresponds to U ~ 0.1). 
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Using our results we find effective ways to reduce the threshold velocity of am- 
plification down to experimentally achievable values. Fig. 2b demonstrates T(LO, Vdr) 
in a range l<(7<2at«i=«2 = 6x 1010 cm"2, ß\ = ß2 = 2 x 105 cm2/Vs, 
a = 0.175 /im, W = 0.1 /im, and D = 20 nm. Physical parameters in this example 
are taken from Ref [6], where the drift velocity corresponding to U ~ 1.8 has been 
experimentally achieved, geometrical parameters are taken in view of possibilities of 
modern semiconductor technology (see, e.g., Ref [7]). Fig. 2b clearly demonstrates that 
an amplification of FIR radiation is possible at experimentally achievable parameters of 
modern semiconductor heterostructures. Fig. 2d shows the same T(LO, v<jr) dependence 
on an enlarged scale, Fig. 2c is drawn at a different value of the electron density in the 
grating strips (n\ = 1.2 x 1011 cm"2). 

The key point which allows us to accomplish the desired aim is the use of a quantum- 
wire grating instead of commonly employed metal ones. The resonant interaction of 
plasma modes in the 2DES and in the grating leads to a considerable increase of the 
grating coupler efficiency, and finally to a reduction of the threshold velocity and an 
enhancement of amplification. Together with other methods [8] (including a specific 
choice of geometrical parameters of the structure) this allows us to reduce the threshold 
parameters of the amplifier down to experimentally achievable values. The operating 
frequency of amplifiers can be varied by the dc electric current flowing in the 2DES 
and/or by changing the electron density n\ in the quantum wire grating (compare Figs. 2c 
and 2d). 

4    Conclusion 

Voltage tunable solid-state FIR amplifiers, generators and emitters can be realized in 
low-dimensional electron semiconductor heterostructures with experimentally achiev- 
able parameters. 
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Intersubband population inversion in a GaAs/AlGaAs triple barrier structure was demon- 
strated recently by photoluminescence spectroscopy [1]. Phe maximum population ratio 
«2/«i ~ 5 between n = 1 (El) and n = 2 (E2) electron subbands of the wider quantum 
well (QW1) was obtained when the structure was biased so that El was in resonance 
with the n = 1 (El*) level of the narrower quantum well (QW2) (see insert in Fig. 1). 
At this bias electrons from emitter tunnel into the E2 level. El electrons may escape 
rapidly by resonant tunneling via El*, whilst the E2 escape time from QW1 is signifi- 
cantly longer, since E2 electrons must tunnel non-resonantly through a relatively wide 
region comprising the intermediate and collector barriers and QW2. Such structures 
therefore provide the short El lifetime necessary to achieve E2-E1 population inversion, 
whilst maintaining a high density of E2 electrons available for E2-E1 transition. 

2.0x10 

1.5x10 

1.0x10 

5.0x10 

1.0 
Bias (V) 

Fig 1. IV characteristics of the structure. Arrow shows the position of the resonant tunneling 
through El state. Insert demonstrates band diagram of the sturcture. 

In this work we report the results of careful measurements of tunneling current 
on the same structures in a wide temperature range and magnetic field parallel to 
the QW which as expected should destroy resonance between El and El* levels [2] at 
particular voltage bias. We found the features in IV characteristics which we interpreted 
as appearance of additional current channel linked with El-El* resonance. 
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Fig 2. Second derivative of the current voltage characteristic at the region of population inversion 
at different temperatures: 4.2 K and 77 K. 
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Fig 3. Second derivative of the current voltage characteristic at different in plane magnetic fields: 
0 T, 1 T, 2 T, 4 T. Temperature T = 60 K. 

The measured IV curves at 4.2 K is shown in Fig. 1. The inversion population was 
observed at voltage range (0.6-1.0) V with maximum located at 0.8 V [1]. Fig. 2 shows 
the second derivative of the current voltage characteristics. Two peaks appear at the 
same voltage range, which are more pronounced at 77 K, and are smeared out at 4.2 K. 
In control sample with wider second QW where El-El* resonance should appear at 
higher biases only one peak have been observed. As one peak is related to the main 
resonance tunneling through E2 state, we attribute the second peak to the appearance 
of the new additional current channel due to the El-El* resonance. These two peaks 
are more pronounced at 77 K, may be due to the higher efficiency of electron relaxation 



182 Far-Infrared Phenomena in Nanostructures 

from E2 to El level with phonon emission or absorption. 
To prove proposed explanation the magnetic field was applied parallel to the QW 

plane at 60 K. It can be seen from Fig. 3 that magnetic field suppress two peaks picture 
because it change wave vector of the tunneling electrons on the way between two 
quantum wells due to the Lorentz force and as the result moves El-El* resonance to 
higher voltage and broaden it [3]. 

Thus we have found features in tunneling current which are related to the resonance 
between ground quantum well states in triple barrier structures when the current mainly 
determined by electron tunneling from emitter to the first excited state in the first 
quantum well. 
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tures (grant 97-1057), INTAS-RFBR (grant 95-849), RFBR (grant 98-02-17462), and 
CRDF (grant RC1-220). E.E.V. acknowledges the Royal Sociaty for financial support. 
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two-exciton and three-exciton states in quantum dots 
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Abstract.     Antibonding two-exciton and three-exciton states were observed in CuCl quantum 
dots. This observation demonstrates the controllability of the quantum dot energy by a photon. 

A semiconductor quantum dot is so small that its energy is changed as a result of the 
absorption of a photon. Let us consider three cases. The first case is the case where any 
excitons are not in a quantum dot. The second case is the case where an exciton is in it. 
The third case is the case where a biexciton is in it. When a photon creates an exciton 
or an additional exciton in a dot, an exciton, two excitons and three excitons will be in 
the dots depending on three cases. In a bulk crystal, two excitons and three excitons 
can be located apart without any interaction. Then the photon energies to create an 
exciton and additional exciton(s) are the same. However, in a quantum dot, excitons 
are forced to interact with each other because of the short distance between them. If 
the photon energy which creates an exciton or an additional exciton in a dot depends 
on three cases considerably, the energy of the quantum dot is controllable by a photon. 

One of two-exciton states is known as the biexciton ground state in bulk crystals. It 
is also observed in quantum dots and the size dependence is studied [1]. The biexciton 
ground state is considered as a bonding state of two-exciton states. However, an addi- 
tional two-exciton state, in other words, the biexciton excited state in quantum dots has 
been predicted by the theory [2]. This state, an antibonding state of two excitons, is not 
present in the bulk crystal, while it is expected to be present uniquely in quantum dots. 
It is expected to depend on the size of the dots strongly. The purpose of this paper 
is to demonstrate the antibonding two-exciton and three-exciton states in the quantum 
dots [3, 4]. 

For the observation of two-exciton and three-exciton states, we used a model quan- 
tum dot in the weak confinement regime, a CuCl quantum dot embedded in a NaCl 
crystal. The picosecond-pump-and-femtosecond-probe spectroscopy was used for the 
investigation. The laser system we used was a 1 kHz, 300 fs Ti:sapphire regenerative 
amplifier system. The second harmonics of the output was spectrally narrowed passing 
through a spectral filter stage made of a grating and was used as the pump pulses. 
The spectral width was 1.7 meV which was suitable for the size-selective excitation of 
quantum dots, but the temporal width was elongated to 1.2 ps. The probe light was 
a white continuum in the femtosecond range. The time-resolved absorption spectra 
were measured by means of a 25 cm monochromator and a liquid nitrogen cooled 
charge-coupled device. 

The Z3 exciton and Z]j2 exciton absorption structures observed in the upper part of 
Fig. 1 are shifted to the higher energy side compared to those of the bulk crystal due 
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Fig 1. Upper figure: The solid line shows absorption spectrum of CuCl quantum dots embedded 
in a NaCl crystal at 77 K, while a dashed line represents that at 10 ps after photoexcitation. Lower 
figure: The solid line shows differential absorption spectrum corresponding to the upper figure, 
while dashed lines are those for different excitation photon energies. The radii of quantum dots 
which were excited are 2.65 nm, 2.46 nm, 2.32 nm, 2.19 nm and 2.03 nm from top to bottom, 
respectively. Thick solid bars are theoretical results normalized at the spectral hole. In the inset, 
filtered and unfiltered pump spectra are shown by a solid line and a dashed line, respectively. 
Two excitation processes of the two-exciton states are illustrated. 

to the quantum confinement effect. The Z3 exciton energy of bulk CuCl is shown by a 
downward arrow According to the well-known relation between the quantum confined 
exciton energy and the quantum dot radius [5], the pump pulse energy size-selectively 
excite the quantum dots of the corresponding radius. The differential absorption spec- 
trum in the lower part of Fig. 1 consists of a spectral hole at the pump photon energy 
and two induced absorption structures at both sides (3.180 eV, 3.296 eV) of the spectral 
hole. 

Differential absorption spectra for four different pump photon energies are also 
shown at the lower part of Fig. 1. Two induced absorption bands shift with the change 
of the excitation photon energy. The theoretical induced absorption spectrum from the 
exciton ground state is shown by thick solid bars in Fig. 1 [4]. The energy shifts of 
strong bands show good correspondence with experiments. Furthermore, the relative 
strengths of the induced absorption lines and the spectral hole are reproduced quite well 
by the theory. The strong peak above the pump energy can be assigned to the induced 
absorption transition to antibonding two-exciton {XXX) state [2]. 

The energies of the spectral hole and the induced absorption bands are plotted in 
Fig. 2 as a function of the excitation photon energy.  The solid circles show spectral 
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Fig 2. Excitation energy dependence of the structures appearing in the differential absorption 
spectrum. The solid circles represent spectral hole energies, and they are on a line of slope 1.0. 
Open (solid) triangles show the energy of the induced absorption located at the higher (lower) 
energy side of the spectral hole. Open circles indicate the energy of the induced absorption 
measured by nanosecond pump-and-probe method in Ref. [1]. Solid diamonds correspond to 
additional induced absorption under high-density excitation. Ei, denotes the biexciton binding 
energy defined by 2Ex — Exx and E, shows Exxx — Exx — Ex. Then the binding energy of three- 
exciton state defined by 3Ex — Exxx is given by Ei, — E,. The excitation processes of two-exciton 
states and three-exciton state are illustrated at the top part. 

hole energies, and they are on a line of slope 1.0, since their energy coincides with 
the excitation photon energy. Open (solid) triangles exhibit the energies of the induced 
absorption located at the higher (lower) energy side. Open circles show the energies 
of induced absorption measured previously by nanosecond pump-and-probe method [1] 
which was identified as the transition from the exciton (X) to the biexciton ground state 
(XXg). 

The solid line through the open triangles has a slope of 2.0. Antibonding of two 
excitons naturally explains the slope [4]. This line crosses the line of slope 1.0 near 
the Z3 exciton energy of bulk CuCl. Furthermore, the spectral hole and the induced 
absorption on the higher energy side exhibit almost the same temporal evolution with a 
decay time constant of 480 ps. This fact is reasonable, because the induced absorption 
on the higher energy side arises from the transition from excitons pre-excited in the 



186 Quantum Wires and Quantum Dots 

quantum dots. 
The three-exciton state (XXX) was found as an additional induced absorption band 

by two independent methods employing high-density excitation and two-color excitation. 
Then the biexciton luminescence became observable. In the two-color pump-and-probe 
method, the energy of the second pump pulse was tuned to the induced absorption 
caused by the first pump pulse. This combination produces two-exciton state effectively 
only in quantum dots of particular size and enables us to observe the induced absorption 
to three-exciton states. Excitation energy dependence of this induced absorption is 
shown in Fig. 2 by solid diamonds. The fitted line has a slope of 1.7 and this line 
also crosses the other two lines near the bulk Z3 exciton energy. An anti-bonding 
combination of a biexciton and an exciton explains the slope of 1.7 [4]. The decay time 
of the additional induced absorption corresponds to the biexciton luminescence lifetime 
of 70 ps. This shows that the additional induced absorption can be assigned to transition 
from the biexciton ground state to a three-exciton state. 

In conclusion, we found two-exciton and thre-exciton states in quantum dots in 
the weak confinement regime by using time-resolved size-selective pump and probe 
technique. These experiments open a new direction of research of many-exciton states 
in confined systems and demonstrate the controllability of the quantum dot energy by 
a photon. 

The authors acknowledge Dr. S. V. Nair and Dr. T. Takagahara for the theoretical 
support throughout this work. 
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The usual laser structures are made in an agreement with the double heterostructure 
geometry [1]. In this case a waveguiding effect occurs due to larger refractive index 
in the central layer. To get an efficient waveguiding of the lightwave in this layer 
the difference between refractive indices of waveguiding region and cladding layers 
materials should be quite large and the thickness of the waveguiding region should 
be comparable with the wavelength of light. This means that these materials must be 
lattice matched and, generally, must have large bandgap difference, as it usually occurs 
that only large bandgap difference provides large difference between refractive index 
values. For thick active layers one is, thus, limited by the condition of lattice matching. 
This condition is valid for all compositions in the AlGaAs-GaAs case and for some 
fixed compositions for other III-V ternary systems. In many cases, however, this lattice 
matched heterocouple does not exist (e.g. diamond, Si, etc.) or, if exists, does not 
provide sufficient conductivity (ZnMgSSe:N [2], GaN:Mg [3]). At the same time one 
can offer principally new way to realize waveguiding by using a resonant refractive index 
enhancement due to exciton absorption in ultrathin insertions of narrow gap material in 
a wide gap matrix [4]. There is no necessity in lattice matching in this case as ultrathin 
insertions can be elastically strained and dislocation free. To provide sufficient thickness 
comparable to the lightwave in crystal one can stack these insertions. 

The interaction between excitons and light causes sharp adsorption line. From the 
Kramers-Kronig equation which relate real and imaginary parts of the dielectric constant 
one can thus obtain the exciton-induced modulation of the refractive index. In the case 
of carrier injection when the gain arises at the lower energy side of the adsorption peak, 
the enhancement of the refractive index is more pronounced due to increased derivative 
of the gain-absorption curve [5]. In this case the refractive index enhancement appears 
in the spectral region shifted to the lower energy side as compared to the absorption 
maximum. Thus, for this wavelength, optical confinement is the most efficient and, e.g. 
in case of absorbing substrate, minor optical losses can be realized [6]. Thus, there is an 
energy window with small optical losses for the light propagated in the structure plane. 

In the quantum well (QW) excitons exhibit free motion in the QW plane. In this case 
we should think about the exciton in-plane k-vector. Excitons with finite k-vector, as 
it was directly shown by Gross [7], cannot recombine radiatevly. At high temperatures 
and carriers densities, which are typical for lasing conditions exactly, the excitons with 
finite k-vector dominate. So it is necessary to get an additional particle for exciton 
scattering to accommodate its k-vector (for example LO-phonon).   This many-body 
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Fig. 1.  PL of samples with different thickness 
of ZnSe spacer. 
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Fig. 2. Linear polarization dependence of 
edge emission for structures with 1.5 nm and 
8 nm spacers. 

scattering mechanism decreases material gain and shifts the gain maximum to the lower 
energy away from the excitonic waveguiding spectral window. To avoid this shift we 
proposed to use arrays of quantum dots (QDs) where excitons are effectively localized 
by QDs and the k-selection rules are broken [4]. Thus, to apply the concept of exciton 
induced waveguiding, described above, the sizes of quantum dots in all 3 dimensions 
should be comparable to the exciton radii. To fabricate these objects we proposed to use 
submonolayer (subML) CdSe depositions. SubML depositions result in dense arrays 
of uniform two-dimensional nanoscale islands [8]. In this paper, we discuss optical 
properties of subML CdSe/ZnSe superlattices (SL) with different spacers. 

The structures extensively studied in this work were grown on n+ GaAs(100) sub- 
strates using a molecular beam epitaxy (MBE) [9]. All structures consist of 360 nm 
ZnSSe buffer and 60 nm ZnSSe cap layer lattice matched to the GaAs substrate. Be- 
tween these layers there is a CdSe/ZnSe subML SL. CdSe insertion average thickness 
was estimated as 0.7 ML for all the structures. The ZnSe barriers have different thick- 
ness: 1.5 nm, 3 nm, 5 nm and 8 nm. The total thickness of SL is 60 nm for structures 
with 3 nm, 5 nm and 8 nm barriers and 30 nm for structures with 1.5 nm barriers. 
Consequently, the numbers of SL periods were different (20, 20, 12 and 8 consequently 
for 1.5 nm, 3 nm, 5 nm and 8 nm barriers). 

Figure 1 shows PL spectra for structures with different spacers. The first remarkable 
result is that with decreasing in spacer thickness the PL drastically changes: a new peak 
at lower energy becomes dominant. This behavior can be explained by formation 
of vertically coupled QDs important for thin spacers, similar to shown for 3D InAs- 
GaAs QDs [10]. In this case the wavefunction of carriers in the neighbor islands 
are overlapped and the transition energy is lower. In this case the wavefunction of 
carriers in the neighbor islands are overlapped and the transition energy is lower. In 
the 8 nm and 5 nm cases there are only noncoupled QD emission, while the 3 nm 
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Fig. 4. Spectra of the gain (straight line) 
and stimulated emission (dotted line) of 8 nm 
spacer structure. Insert shows the excitation 
level dependence of the maximum gain value. 

case shows emission from the both uncoupled and coupled states. Further decrease in 
spacer thickness resulted in increased intensity of coupled QDs and in full suppression 
of uncoupled QD luminescence. 

The next possibility to prove the assumption about vertical correlation of QDs is to 
study polarized edge PL. As the height of the islands is only 1 or 2 MLs and lateral size 
is about 5 nm the symmetry of the hole wavefunction, which governs the polarization 
of edge emission is similar to the QW symmetry. In this case the light corresponding 
to HH exciton transition should be TE polarized and the light corresponding to LH 
exciton should have TM polarization. This behavior we can see for the 8 nm spacer 
structure (see Fig. 2). The lower energy TE polarized peak is corresponding to the 
HH exciton-induced ground state and the next — to the LH exciton-induced excited 
state. As opposite to this behavior for the 1.5 nm-spacer structure the situation is 
different. We have depolarized or weakly TM polarized emission. This tells us that 
the wavefunction symmetry is changed due to the vertical coupling of islands and the 
heavy hole wavefunction is more extended along the growth axis now. 

Figure 3 shows PL from the surface at high excitation densities as well as the 
stimulated emission spectra measured in the edge geometry. You can see that the 
stimulated emission originates from uncoupled QDs except of the 1.5 nm-spacer case. 
In the 8 nm and 5 nm cases there are biexcitonic lines having a lower energy than the 
stimulated emission. This means that we have an excitonic nature of the stimulated 
emission. It is also confirmed by the energy positions of the stimulated emission and 
gain, which do not change with increasing in pump density. Thus many-carrier effects 
are not relevant in this case. In Fig. 3 the energy shift between the exciton ground state 
and the stimulated emission is also presented. For all the structures this shift is quite 
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smaller than the LO-phonon energy so there is a zero-phonon gain mechanism in the 
exciton waveguiding region. 

In the Fig. 4 one can see the gain spectra well above the threshold obtained by 
variable stripe-length method. It is very important that even at densities two order of 
magnitude above the threshold there is still a region with strong excitonic absorption 
providing consequently an efficient exciton induced waveguiding. Without this waveg- 
uiding the positive gain can be hardly observed as internal optical losses in this structures 
with extremely thin buffer layers should be huge (more than 1000 cm"1). 

In the insertion to Fig. 4 the maximum value of gain versus excitation density is 
presented. One can see very fast onset of the gain near the threshold and then slow 
increasing which ends with gain saturation at very high excitation densities. This effect 
can be explained by the following: as stimulated emission can occur only in the narrow 
energy range due to exciton induced waveguiding not each QD can contribute to the 
gain. The number of QDs having proper transition energy is finite and after filling these 
QDs gain saturates. Further filling converts excitons to biexcitons and the gain in the 
exciton region decreases. At very high excitation levels when all the QDs are filled 
there is no excitonic absorption and, consequently, exciton induced waveguiding and 
this results in the vanishing of the gain. 

In conclusions, in this paper we showed that decrease in the spacer layer thickness 
between subML sheets results in vertical correlation between QDs. Due to changing 
of the hole wavefunction symmetry edge PL of coupled QDs is weakly TM polarized 
while the emission of uncoupled dots is strongly TE polarized similar to QW case. Main 
absorption peak is not saturated when the gain peak develops at moderate excitation 
level while at very high excitation level saturation and suppression of the excitonic 
gain due to conversion of excitons to biexcitons and suppression of exciton induced 
waveguiding is observed. 

The authors are grateful to Dr. S. V. Ivanov and S. V. Sorokin for the samples growth. 
This work was supported by the Russian Foundation of Basic Research (Grant No. 97- 
02-18138), by the INTAS 94-481 and by the Volkswagen Foundation. N. N. Ledentsov 
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Abstract. Optical waveguides with InGaAs quantum wires grown by MBE integrated in the 
middle of their core are investigated. Photocurrents induced by guided TE and TM modes 
propagating parallel or perpendicular to the quantum wires have been measured and reflect the 
anisotropy of the optical matrix element. Spectra of the transmitted intensity of these guided 
modes have been measured, and the attenuation coefficient of the guided modes due to band 
edge optical absorption in the quantum wire is established. The attenuation coefficient and the 
evaluation of the overlap integral between the active material and the optical intensity permits to 
evaluate, for the first time, the absorption coefficient of these quantum wires. 

1 Introduction 

Due to the Van Hove singularity in the density of states, quantum wires (QWR) are 
thought to be good candidates for future modulators [1]. The fabrication steps to 
obtain high quality V-shaped GaAs QWR embedded in AlAs/GaAs superlattices on a 
GaAs substrate by molecular beam epitaxy (MBE) are reproducibly controlled [2]. The 
next step toward possible application, the integration of InGaAs QWR [3] in optical 
waveguides is achieved [4]. The evaluation of the attenuation coefficient [5] of guided 
mode propagating in optical waveguides that contains QWR is a direct evaluation of 
the potential possibilities of such modulators. Four different waveguides were grown 
to realize this evaluation, two contain InGaAs QWR of different sizes, one contains 
an InGaAs quantum well (QW) and one contains the barriers of the QW without any 
InGaAs deposition. 

2 Sample fabrication and TEM observation 

The fabrication of waveguides that contains QWR consists of three process sequences: 
(i) MBE growth of the lower waveguide cladding and half of the waveguide core, 
(ii) patterning of the core by deep UV holographic lithography and wet chemical etching, 
(iii) MBE growth of the lower barrier, QWR higher barrier, second part of the core 
and the upper cladding. 

If the lowest energy interband optical transition of the integrated QWR has a higher 
energy then the band gap of the materials that constitute the waveguide, the variations 
of transmitted intensities and induced photocurrents of guided modes due to the QWR 
are drowned in the variations due to the waveguide materials. The QWR must therefore 
have the lowest band gap among all the materials that constitute the waveguide. We 
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Fig. 1. TEM micrograph sample A. Fig. 2. TEM micrograph sample B. 

first tried to integrate the widely studied [6-9] GaAs QWR in AlGaAs waveguides. 
The high dislocations density due to MBE regrowth over a non planar AlGaAs surface 
forced us to find another solution. Despite the lattice mismatch between Ino.i6Gao.84As 
and GaAs, fabrication of InGaAs QWR [3] with the same photoluminescence signals 
as the GaAs QWR is now reproducibly achieved. Furthermore the bandfilling effects 
observed at low excitation density on GaAs QWR [6] are also observed [4] with InGaAs 
QWR. 

Figures 1 and 2 show transmission electron microscopy (TEM) micrographs of 
samples A and B, respectively. Ino.i6Gao.84As QWR are surrounded by a 20 periods 
superlattice (AlAs)4/(GaAs)8 one each side. They are in the approximative center of a 
GaAs waveguide core (black color on the micrograph). The 0.4 /im thick GaAs core 
is surrounded by 2 /im Alo.15Gao.85As claddings, partly visible on the micrograph. The 
growth was realized on a n-type GaAs substrate. The QWR, core, superlattice and 
0.4 /im of the upper and lower claddings adjacent to the core are nominally undoped. 
The rest of the lower (upper) cladding is nominally n-doped (p-doped) with 5 x 1017 

Si (Be) impurities. The QWR integrated in sample A (B) were fabricated by the 
deposition of a 45 A(34 A) Ino.i6Gao.84As QW over a non planar GaAs core. The 
QWR are embedded in a (AlAs)4/(GaAs)8 superlattice for two reasons: (i) to remove 
them from the regrowth interface to avoid defects and impurities in the QWR and (ii) to 
provide higher barriers to improve the confinement of electrons and especially holes in 
the QWR. Samples C and D were grown to compare results obtained on sample A and 
B with more conventional structures. A 60 A thick In0.i6Gao.84As QW, surrounded by a 
20 periods superlattice (AlAs)4/(GaAs)s one each side, was deposited in the middle of 
the 0.4 /im GaAs core of sample C. The rest of the structures and the nominal doping 
profile are identical to samples A and B. Sample D is similar to sample C, except that no 
InGaAs was deposited. Samples C and D were grown with a single growth sequence, 
as no non planar structuration was necessary. The optical waveguides were designed to 
support only the fundamental transverse electric (TE) and transverse magnetic (TM) 
guided mode at a wavelength of 0.9 /an. 

Ohmic contacts were deposited on both side of the diode. Capacitance-voltage (C- 
V) measurements realized on samples A-D indicate that the growth interruption did 
not modify the electrical behavior of these pin diodes. 

Electrons can move freely along the [011] crystallographic direction. The growth 
direction, [100], is the strong confinement direction, electrons are less confined along 
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[Oll], usually called the lateral confinement direction. Comparing Fig. 1 and Fig. 2, the 
bigger size of the QWR of sample A is easily observed. Differences in the profile of the 
lower part of the GaAs core are explained in [4]. The absence of dislocations indicates 
the good efficiency of the desorption prior to the regrowth. 

3 Photocurrent spectra 

The probability that a photon induces an electronic transition between valence and 
conduction band is, in the dipole approximation, proportional to the square of the optical 
dipole matrix element, |(f|e • p|i)|2 where f(i) is the conduction (valence) band state, p 
the momentum operator and e a unitary vector in the direction of the optical electrical 
field. Standard polarized photoluminescence (PL) and photoluminescence excitation 
made on QWR are possible for e aligned along two orthogonal directions only. The 
advantage of the integration of QWR in planar waveguide is the possibility to realize 
measurements with e aligned along three orthogonal directions. We have measured 
photocurrents induced by guided TM or TE modes excited by light propagating along 
the [Oil] or [Oil] direction using edge coupling. The light was generated by a tungsten 
filament and passes through a monochromator. The optical power at the monochromator 
exit slot is approximately 1 nW for a bandwidth of 1 nm. Results of measurements made 
on sample A are shown in Fig. 3 for TM modes and in Fig. 4 for TE modes. Significative 
photocurrents are obtained at forward bias in the range of 0.2 to 1 volt. The intensity 
of the photocurrent strongly depends on the applied bias, not the profile of the spectra. 
Due to the fact that different diodes of samples A and B were used, it will be difficult 
to compare photocurrent spectra on a absolute scale. The direction of the optical 
electrical field of TM modes is nearly parallel to the [100] direction independently of 
the propagation direction. The direction of the optical electrical field of a TE mode 
depends on the propagation direction of the mode. It is aligned along [Oil] ([Oil]) 
if the TE mode propagates along [Oil] ([Oil]). The photocurrent generated by the 
guided light is proportional to the number of absorbed photons per unit time for low 
light level. In this case the photocurrent is also proportional to the square of the optical 
matrix element of the QWR. The qualitatively different features of the photocurrents 
spectra are presented in Fig. 3 and Fig. 4 and reflect the anisotropy of the optical matrix 
element of QWR. 

At the same photon energy that the photocurrent peak induced by TM modes, qual- 
itatively different photocurrent spectra are induced by TE modes that propagate along 
[Oil] or [Oil]. These qualitatively different photocurrent spectra are well explained by 
the expected anisotropy of the optical matrix element of QWR [10]. 

The photocurrent spectra of sample B (not shown here) have the same features as 
those shown on Fig. 3 and Fig. 4 They are only shifted in energy. Sample D showed 
no significative photocurrent in the 900-1000 nm range. 

This is the first time that the anisotropy of the optical matrix element of transitions 
induced by an electrical optical field aligned along [100] is observed with our technique. 

4 Transmission spectra 

Spectra of the transmitted intensity of guided modes are under investigations. At the 
same photon energy, the decrease of the transmitted intensity corresponds to the increase 
of the photocurrent intensity and to the lowest energy photoluminescence peak of the 
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Fig. 3. Photocurrent induced by TM modes 
propagating either along [011] (dotted line) or 
along [Oil] (solid line). The direction of the 
optical electrical field, e, is indicated. 

Fig. 4. Photocurrent induced by TE modes 
propagating either along [011] (dotted line) or 
along [Oil] (solid line). The direction of the 
optical electrical field, e, is indicated. 
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Fig 5. Transmitted intensity of TE modes propagating along [011] in sample A (solid line) or 
sample B (dotted line). 

QWR. This observation establishes that the attenuation of the guided mode is due to 
band edge optical absorption in the QWR. An estimation of the absorption coefficient 
of QWR, CHQWR, can be deduced from the experimental determination of the attenuation 
coefficient, aatt, of the guided mode and the evaluation of the overlap integral between 
the active material and the optical intensity, F, using the relation aatt = FCCQWR. 

Spectra of the transmitted intensity of guided modes are realized with a continuous 
wave operation Ti-Sapphire Laser with a linewidth of about 40 GHz. The optical 
power at the Ti-Sapphire exit was approximately 1 mW Figure 5 shows spectra of 
guided TE modes propagating along [011] in samples A and B. In the case of sample 
A, the decrease between 950-960 nm and 930-940 nm corresponds to photocurrent 
peaks, shown in Fig. 4, around 955 nm and 932 nm, respectively. Furthermore the 
lowest energy photocurrent peak correspond to the lowest energy peak observed in 
PL measurements. The same correspondence between decrease of the transmitted 
intensity, photocurrent increase and PL peaks can be made with sample B. The energy 
shift between the two spectra shown in Fig. 5 is due to the difference of the QWR size. 
The attenuation coefficient associated with the fundamental transition observed by the 
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TE mode propagating along [Oil] in sample A (B) is estimated to be aatt ~ 6cm"1 

(aatt ~ 5.5cm-1). A rough estimation of the overlap factor gives F = 0.24% (0.18%), 
thus the absorption coefficient of QWR is in the range of: «QWR — 2.5-3 x 103 cm"1. 
This low value has to be confirmed by further experiments. 

The low absorption coefficient of QWR is in agreement with the lower attenuation 
coefficient observed for guided modes propagating in sample A or B as compared to 
the guided modes propagating in sample C. 

5    Conclusion 

The absorption coefficient of QWR has been experimentally evaluated for the first time 
by direct measurement of transmission changes at the band edge. The low value of 
this absorption coefficient is in contradiction with simple theoretical expectations [1]. 
Photocurrent spectra show the expected anisotropy of the optical matrix element of 
QWR [10]. 
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Most of the nanostructures fabricated by lithography and subsequent chemical etching 
have in their active zones surfaces directly open to air. Large difference between 
the dielectric constants of semiconductor and vacuum on vertical side walls in such 
structures lead to spatial redistribution of the electric components of the electromagnetic 
field in the vicinity of the structures. In open (unovergrown) quantum well wire (QWW) 
structures in particular such redistribution result in strong linear optical anisotropy [1]. 
This linear anisotropy is much stronger than one due to QWW effect itself and it can 
be observed for wires the width of which in nanoregion is much larger than necessary 
for quantum wire effect. Further we will use for such structures the term nanowires. 
Strong linear polarization along wire axes was observed in open QWW luminescence 
and Raman spectra in [2, 3]. The presented paper is devoted to investigation of the linear 
anisotropy of the optical reflection spectra in open nanowires (ONW) ZnCdSe/ZnSe. 

Open ZnCdSe/ZnSe nanowires were fabricated using interference lithography with 
subsequent Reactive Ion Etching [4] from undoped structures contained 5 nm thick 
Zni_ACdxSe single quantum well (x = 16%) sandwiched between 20 nm cap and 
25 nm buffer ZnSe layers and grown on GaAs (100) substrate. The period of wire- 
array structure was equal to L = 250 nm. The wires had almost rectangle cross section 
with width a = 70 nm and height b = 60 nm. 

The investigation of the reflection spectra was carried out for one of the obtained 
samples with ONW at T = 77 K. The measurements were made at normal incident 
angle of the collimated (0.5°) white light beam with linear polarization parallel or 
perpendicular to the wire direction. Different laser lines with close excitation density 
values (~ 10 W/cm2) were used for the investigation of the influence of additional 
photoexcitation on the reflection spectra. 

The reflection spectra for the light polarized parallel (Rj_(\)) and perpendicular 
(i?ll(A)) to the wire direction are presented in the Fig. 1, which shows the essential 
difference in the "background" (without exciton peculiarities) reflection values R±(\) 
and if || (A). The relation R±/R\\ ranges up to 2.5 in the wavelength range 450-500 nm. 
An increase of the reflection coefficients in high energy region is evidently connected 
with broad interference minima in spectral region 440-470 nm. 

The additional pumping of photocarriers by laser line 441.6 nm lead to increasing 
of Rj_ values on ~ 15% in the all measured wavelength range but it does not change 
the 7f|| spectrum. Additional photoexcitation (Aex = 488-632.8 nm) inside forbidden 
band gap of the ZnCdSe/ZnSe structure doesn't influence on the reflection spectra. 

In the initial quantum well structures additional photocarriers do not have essential 
influence on the reflection coefficient in wide spectral range exclusive of exciton res- 
onance region. This points to the fact that the R± change is an effect typical for the 
ONW structures only. 
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ZnSe barrier and ZnCdSe layer exciton resonances appear only in the reflection 
spectra for parallel polarization R\\ (A). The R± (A) spectrum doesn't have any resonance 
peculiarities. Amplitude of these peculiarities was sensitive to the additional pumping 
with photon energy more then the ZnSe forbidden gap energy. It is seen from Fig. 2 in 
which one of the spectra was obtained under simultaneous pumping by the laser line 
Aex = 441.6 nm (luminescence intensity gave neglected small contribution in registered 
signals). The same changes took place for ZnSe barrier exciton resonance. 

The exciton resonance behaviour can be explained taking into account the anisotropy 
of spatial distribution of the electric component of the electromagnetic field in the vicinity 
of open nanowires. Local electric fields inside the ONW corresponding to parallel 
polarization of the external electromagnetic wave (TE-wave) must be essentially larger 
than corresponding values for perpendicular polarization (TM-wave) [5]. In a dipole 
approximation the probabilities of optical transition matrix elements are proportional to 
the scalar product of the local electric field and the interband dipole momentum. As a 
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result due to great difference of the local electric fields the optical transition probabilities 
for parallel polarization must be larger than the ones for perpendicular polarization. It 
is the reason of strong linear polarization along wire direction which was observed in 
luminescence and Raman spectra of open QWW [3]. The manifestation of exciton 
resonances only in R\\(X) spectra is also connected with the same reason evidently and 
it shows that the exciton resonance oscillator strength for parallel polarization is much 
larger than the one for perpendicular polarization. 

The influence of additional photocarriers on the exciton resonant amplitudes in the 
reflection spectra is the result of exciton damping decrease due to the decrease of band 
bending near nanowires surfaces. Such decrease usually takes place as a result of carrier 
trapping by charged surface states. 

Behaviour of the "background" reflection spectra over the wide spectral range can 
interpreted in the frame of model, which have been suggested for calculation of short- 
period grating reflection spectra in [7]. In this case grating corresponding to the surface 
open ZnSe wire-array structure is considered as an anisotropic uniaxial film on GaAs 
substrate surface. The film is characterized by two effective refractive indexes «o and 
ne for the ordinary (TE) and unordinary (TM) waves correspondingly: 

l/«e
2 

= ««InselL + (L- a)n2
ak/L, 

: a/ (^«ZnSe) + (L~ 0)1 (Lnlir) ■ 

The effective refractive indexes for the film were determined with the use of our 
real structure parameters including the real and the imaginary parts of ZnSe and GaAs 
material. At the calculation of the reflection spectra we took into account the reflection 
from two parallel surfaces (air/film, film/substrate) [8]. The calculated spectra shown in 
Fig. 3 can qualitatively explain such found feature of the "background" reflection spectra 
as the essential excess of R±_ over R\\. Further theoretical analysis of the reflection spectra 
is in progress. 

Additional photocarries usually lead to the neutralization of the charged states on 
the wire surface. As a result the built-in transverse electric field distribution are changed 
essentially. We suggest this changing to be a reason of the pumping influence on the 
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reflection spectrum R± only. It is necessary farther research for the full identification 
mechanism of this effect. 

To conclude, we have found the essential linear polarization anisotropy in the re- 
flection spectra of open nanowires over a wide spectral range. Two mechanisms is 
responsible for the anisotropy. The first one displayed in exciton resonance region is 
due to the distribution anisotropy of the electric component of the electromagnetic field 
in the vicinity of open nanowires. The second one connected with the "background" 
reflection spectra over the whole spectral range is a consequence of grating effects. 

This work was supported by Russian Foundation for Basic Research (Grant No. 96-02- 
00131) and by NATO International Research Programs (NANO.LG 950382). 
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Abstract. Quantum dots (QD) are an attractive object for study due to their expectable nonlinear 
properties. We studied nonlinear reflection of heterostructures with self-assembled InP QDs by 
use of specially designed pump-probe technique of high sensitivity. We discovered that built-in 
electric field present in our structures considerably enhances the effect of the QD excitation and 
allow us to study it at rather low level of the excitation power. 

Introduction 

Among the other semiconductor nanostructures quantum dots (QDs) attract consider- 
able interest because of their delta-like density of states. This peculiarity leads to the 
high nonlinearity both in optical and electrical properties of the dots. A number of the 
interesting manifestations of the optical nonlinearity is really found by few groups [1-3]. 
The investigations in this field are of particular interest because they promise wide range 
of applications in the fields of optics, opto-electronics and electronics. 

1    Experimental 

This work is devoted to study nonlinear reflection of the heterostructures with the InP 
self-assembled QDs. The structures were grown by gas source molecular beam epitaxy 
(GS MBE) on n+ GaAs substrates. They contain one layer of InP QDs between 
Gao.5Ino.5P barrier layers grown on a GaAs buffer layer. We studied a few structures 
with the different thicknesses of the barrier layers and the QD sizes. 

Pump-probe experiments were performed by means of the setup which is schemat- 
ically drawn in Fig. 1. This setup includes a femtosecond Ti:sapphire laser "Tsunami" 
(power source "Millenia", frequency 82 MHz, pulse duration 0.1-1 ps) which is tun- 
able from about 700 to 850 nm. Amplitude modulation of the pump and probe beams 
at different frequencies, optical phase shift between them and lock-in detection of the 
signal modulated at the differential frequency let us to avoid noises from the scattered 
light and achieve high sensitivity of detection of nonlinear reflection whose detection 
limit is about 10-7 times of the linear reflection. 
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Fig 1. Experimental setup. delay 
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2   Results and discussion 

In Fig. 2 the typical time dependences of a pump-probe signal are presented. This signal 
exhibits short risetime (equal to the time resolution of our setup) and exponential decay 
with a few characteristic times. 

In the spectral region of the InP QD photoluminescence (PL), 710-760 nm for 
a sample QDO1505 where the PL intensity is at the level of 0.1 times of the peak 
intensity, main decay time is about 0.8 ns. This decay is presumably due to the energy 
relaxation in the QDs. Also there is a long component of the signal with characteristic 
time much longer than 12 ns that is a time separation between successive light pulses in 
our setup. It is seen as a constant pedestal and caused probably by the space separation 
due to the diffusion of the photogenerated carriers in the GaAs layer produced by pump 
pulses. Under the stronger excitation a fast decay time component of about 30 ps is 
also observed. Most probably, it is due to energy relaxation of hot carriers in the GaAs 
buffer layer. In the wavelength region beyond the QD PL band, a contribution of the 
main decay component decreases rapidly and is hardly seen up to the GaAs bulk exciton 
spectral region. 

Pump-probe signal as is seen in Fig. 2 has an interesting spectral dependence which 
looks like intense oscillations with almost constant period of 6.5 nm. We studied this 
phenomenon in details in [4] and found that this behaviour is due to build-in electric 
field which is present in our structures. It leads to Franz-Keldysh oscillations (FKO) in 
the reflection spectrum. A study of the spectral behaviour of FKO and their dependence 
on pump power together with an analysis of time evolution of the signal provides us 
strong evidence that we really detect a change of reflection due to optical excitation of 
QDs in spite of the low optical density of QDs. We found that the built-in electric field 
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Fig 2. Pump-probe signal for the sample QDO1505 at the different spectral points (marked by 
wavelength in a units of nm) under the pump power density of P = 0.1 W/cm2 (left panel) and 
100 W/cm2 (right panel). 

^y(\ I i i i i i ■■ i i i ■■■ i i i i i ■ i i i i i 

15 

la. io 

%       5 

0 

f^^^  4 
J^^NV**vy 1.2 ■ 

\\T '/WMAW* 0.4 
^Mj^^^^r^-^     o.l 

■ ■ ■ ■ ' ■ ■ ■ ■ ' ■ ■ ■ ■ ' ■ ■ ■ ■ ' ■ ■ ■ ■ 

-10     0    10    20    30   40 
delay, ps 

0    10    20    30    40 

W/cm2 

Fig 3. Left panel: pump-probe signal under different pump power densities (in a unit W/cm2); 
right panel: power dependence of the integrated signal (circles) and its fitted line by (1) with 
/o=28andP0= 1.8 W/cm2. 



QWR/QD.06 203 

can drastically enhance the effect of the QD excitation and allows us to study it at very 
low excitation levels. 

A dependence of the pump-probe signal on the pump power is most important for 
the study of the optical nonlinearity. It is shown in Fig.3 for the spectral point of 727 
nm. One can clearly see that these dependences exhibit saturation which can be fitted 
by the simple equation 

/ = /o(l-e"*). (1) 

Saturation power P0 is only about 1.8 W/cm2. Inverse of the areal density of QDs 
estimated by means of atomic force microscopy is 0.1 x 0.1 /im2. This means that 1.8 
W/cm2 corresponds to only 9 photons per dot per pulse. The saturation power has the 
same order of magnitude for all studied heterostructures in the spectral points inside 
the region of QD absorption. We do not observe any quick saturation of signal in the 
spectral region beyond the QD PL band. 

3    Conclusion 

The heterostructures with InP self assembled QDs are studied by the pump-probe 
method. We found that the build-in electric field which is present in the studied struc- 
tures allows us to detect a changes of reflection due to optical excitation of QDs under 
extremely low pump power. In the spectral region of QD absorption, a pump-probe sig- 
nal exhibits a quick saturation. Saturation power is only about 2 W/cm2 or 10 photons 
per dot per pulse. This fact evidently shows the giant nonlinearity of the QDs. 

Acknowledgements 

We acknowledge Dr. E. Tokunaga for his efforts on tuning the software and for the 
creative discussions. 

References 

[1]   P. Castrillo, D. Hessman, M.-E. Pistol, S. Anand, N. Carlsson, W. Seifert, and L. Samuelson 
Appl. Phys. Lett. 67 1905 (1995). 

[2]  S. Farfad, R. Leon, D. Leonard, J. L Merz, and P. M. Petroff Phys. Rev. B 52 5752 (1995). 
[3]   M. Grundmann, N. N. Ledentsov, O. Stier, J. Bohrer, D. Bimberg, V. M. Ustinov, P. S. Kop'ev, 

and Zh. I. Alferov Phys. Rev. B 53 R10509 (1996). 
[4]  V. Davydov, I. Ignat'ev, H.-W. Ren, S. Sugou, and Y. Masumoto In this volume. 



Ioffc Institute QWR/QD.07 
6th Int. Symp. "Nanostructures: Physics and Technology" 
St Petersburg, Russia, June 22-26, 1998. 

Photoluminescence of 1.8 ML InAs quantum dots grown by SMEE on 
GaAs(lOO) misoriented surface 

R B. Juferevf, A. B. Novikovf, B. V. Novikov], S. Yu. Verbinf, 
Dinh Son Thachf, G. GobschJ, R GoldhahnJ, N. Steint, A. GolombekJ, 
G. E. Cirlin§, V. G. Dubrovskii§  and V. N. Petrov§ 
f Institute of Physics, St. Petersburg State University, 198904 St.Petersburg, Russia 
X  Institut für Physik, Technische Universität, 98684 Ilmenau, Germany 
§ Institute for Analytical Instrumentation of Russian Academy of Sciences, 
Rizhsky 26, 198103 St. Petersburg, Russia 

Abstract. Photoluminescence (PL) study results of InAs/GaAs quantum dot (QD) arrays 
obtained by submonolayer migration enhanced epitaxy on GaAs(lOO) substrates misoriented 
towards [001] direction at InAs thickness fixed to 1.8 monolayers are reported. It is shown 
that PL peaks from QDs are shifted towards shorter wavelengths and their full width at half 
maxima decreases from 95 meV to 33 meV as misorientation angle raises from 0 to 7 degrees, 
corresponding to the decrease of mean lateral size of QDs and of the dispersion of their size 
distribution. The temperature dependence of PL spectra at 4.2-300 K may indicate to two 
maxima in the QDs size distribution. 

Introduction 

One of the most promising ways to fabricate nanostructures is the direct quantum 
dots (QDs) formation due to self-organization effects during molecular beam epitaxial 
(MBE) growth in mismatched heteroepitaxial systems. Spontaneous formation of the ar- 
rays of three dimensional (3D) islands was observed in various semiconductor systems, 
in particular InAs/GaAs [1]. The properties of InAs/GaAs QDs was studied by various 
methods. However, the main attention was paid to the study of nanoobjects obtained 
by conventional MBE on singular GaAs(100) surfaces. Recent scanning tunneling mi- 
croscopy (STM) study shows that the use of submonolayer migration enhanced epitaxy 
(SMEE) technique for QDs fabrication and/or the growth on vicinal substrates lead to 
the formation of QDs with lower deviation from mean size [2]. The aim of this work 
is the study of the photoluminescence and its temperature dependence of InAs/GaAs 
QD arrays obtained by SMEE on the GaAs(100) misoriented substrates. 

1    Experiment 

The structures consist of the InAs layer containing QDs confined from both sides with 
wide-gap GaAs and Alo.25Gao.75As/GaAs superlattices (5 pairs, 2nm/2nm each) [3]. 
Singular and misoriented towards [001] and [010] direction by 3°-7° GaAs(100) semi- 
insulating substrates are used. For better homogeneity of temperature distribution of 
substrate heater and molecular fluxes on the surface, the samples are indium mounted 
side-by-side on the same substrate holder. For SMEE growth [2], the shutters of In and 
As are switched on alternatively. In our experiments, 0.5 ML portion of In deposited 
during each pulse is followed by exposing the surface under AS4 flux.   The growth 

204 



QWR/QD.07 205 

conditions are maintained the same for all samples: In flux intensity is 6 x 10u cm"^" , 
As4/In fluxes ratio is about 10, substrate temperature for InAs deposition is 470° C. The 
surface morphology is controlled in situ by reflection high energy electron diffraction 
(RHEED). Samples are grown with mean InAs thickness of 1.8 ML (just after the 
decomposition of pseudomorphic layer into the array of QDs) and of 3 ML, when a 
well-resolved spotty RHEED pattern is clearly observed. 

2   Results and discussion 

The band with the intensity maximum near 1.3 eV is observed in typical PL spectra of 
examined samples excited by Ar+ laser at 4.2 K. This band corresponds to the exciton 
emission from QDs which is in agreement with the results obtained in [4]. In addition to 
this broad band emission peak, the lines with maxima at 1.514, 1.507 and 1.491 eV are 
observed near GaAs absorption band-edge. We assume these lines to be associated with 
the emission of GaAs free and bound excitons and acceptor state of carbon [5] from the 
residual atmosphere in the growth chamber, respectively. These results are confirmed by 
our study of PL excitation spectra and PL intensity maximum dependence on InAs layer 
thickness [6] and are in agreement with the results of STM study of similar structures 
[7] and also of the structures grown by MBE mode [4]. 

3    5  7 

Fig 1. The dependence of QDs emission spectra at T = 4.2 K on the substrate misorientation 
angle towards [001] direction. The mean thickness of InAs is fixed to 1.8 ML. 

Monotonous shift of intensity maximum from 1.25 eV to 1.37 eV is observed as 
misorientation angle towards [001] direction increases from 0° (singular substrate) to 
7°. The emission band full width at half maxima (FWHM) decreases from 95 meV to 
33 meV. To the best of our knowledge, the latter value is close to the record results 
reported on InAs/GaAs QD arrays. Strong decrease of FWHM with the rise of the 
misorientation angle could be attributed to the size distribution narrowing at increasing 
vicinity angle, while the mean lateral size of QDs decreases. Similar behavior was 
observed in STM studies of InAs/GaAs QDs grown by SMEE [7] methods on vicinal 
surfaces. 

The dependence of QDs emission spectra on the substrate misorientation angle 
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towards [010] direction is qualitatively same but with the greater width of QD emission 
band. The exciton emission band of QDs is observed near 1.35 eV in PL spectrum 
of the sample with the surface misoriented to 5° towards [010] direction obtained at 
4.2 K. This band (QDi) have the weak longwave "tail". PL spectrum doesn't almost 
depend on the temperature up to 80 K except the moderate broadening of QDi band. 
At this temperature the raise of cw Ar+ excitation intensity from 10 to 200 mW leads 
to superlinear dependence of QDi band intensity, to narrowing of the band from 80 to 
65 meV and shortwave shift of its maximum 10 meV. We assume this effect to filling 
of QD levels and to the superluminescence. 

1.10 1.20 1.30 1.40 1.50 1.60 
hv (eV) 

Fig 2. Temperature dependence of PL spectra at T = 80—300 K. 

The relative intensity of QDi band longwave "tail" is increased at T > 100 K and 
then the latter transforms to the maximum (QD2) in the PL spectrum. Besides that the 
once more band (WL) appears at the wavelengths shorter than the QDi one. The WL 
band was assumed to the emission of InAs wetting layer. 

The PL complex curve has been decomposed to three gaussian contours in the whole 
temperature range 80-300 K. The QD2 band is much more broader than QDi one and 
the temperature shift of QD2 maximum is nearly by five times higher (1 x 10-3 eV/K) 
than temperature shifts of QDi and WL maxima. The latter shifts are near 2x 10-4 eV/K 
and are close to temperature shift of GaAs bandgap. 

STM study shows that the main part of QDs (QDi) has the much more narrow size 
distribution than the small fraction of QDs with larger size and of QD complexes (QD2) 
[8]. We assume both QD emission band to exciton recombination in corresponding 
fractions of QDs with different mean size so. In result the distribution of confinement 
energy and its mean value is lower for QDi than for QD2 and QD2 energy levels form 
the longwave "tail" of states. 
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The temperature increase leads to the delocalization of carriers from QD] during 
their lifetime and their diffusion through wetting layer to deeper energy levels of QD2. 
Then the temperature shift of QD2 emission maximum may be also explained by carrier 
delocalization from shallow levels of QD2 "tail" of states. 

3   Conclusions and aknowledgments 

To conclude, we have studied PL spectra of InAs QDs grown by SMEE method on 
the GaAs(lOO) substrates misoriented towards [001] direction by inclination angles up 
to 7°. It is shown that PL peaks become narrower and are shifted towards shorter 
wavelengths with the rise of misorientation angle at fixed amount of InAs deposited. 
This corresponds to the decrease of mean lateral size of QDs and of the dispersion 
of their size distribution. The existence of two maxima in the QDs size distribution 
obtained from temperature dependence of PL spectra is confirmed by results of STM 
study. 
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Magnetic field effects on carriers capture to quantum dots 
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An effect of carrier redistribution between different size quantum dots (QD) in a self- 
ordered InAs/GaAs QD structures has been studied by magneto-luminescence (PL) at 
helium temperatures. 

The InAs/GaAs QDs were grown by Stranski-Krastanow method on (100) GaAs 
substrates. A small misorientation angle of substrate by 1-4 degree to [010] was used 
in order to increase the QDs density with high homogeneity and to reduce a QDs 
coalescence which leads to the exciton nonradiative recombination [1, 2]. 
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Fig 1. PL Spectrum from the sample with misorientation angle of substrate 4 degree at zero 
magnetic field. The temperature is 1.6 K. Inset: Integral intensity of QD-line (solid square) and 
wetting-layer line (open circle) in the magnetic field normalized on integral intensity at zero 
magnetic field. 

The studied PL spectra (excited by HeNe laser) consists of three lines (Fig. 1). The 
high energy line at 1.513 eV coincides with an exciton recombination in the bulk GaAs 
barriers. The line at 1.494 eV (wetting-layer line) is due to an exciton recombination in 
InAs wetting layer. And the broad emission line at 1.3 eV (QD-line) is attributed to an 
exciton recombination in QDs. We studied a magnetic field effects on the PL spectra 
in Faraday configuration. 

A remarkable modification of the integral intensity for wetting-layer and for QD-lines 
have been observed in magnetic fields (see inset for Fig. 1). The intensity of the QD-line 
increases with the magnetic field increase up to 1 T, then goes to saturate and decreases. 
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The intensity of the wetting-layer line increases with the magnetic field in all range of 
the magnetic field variations. Such dependence of the PL intensity can be attributed 
to a magnetic field effects on photocarrieres capture to QDs [3]. A weak magnetic 
field (less than 1 T) suppresses the carrier transport to nonradiative centres only. It 
leads to an increase of the PL integral intensity. A strong magnetic field leads to the 
carrier localisation and suppresses the PL intensity from QDs with consequent increase 
of wetting-layer luminescence. An existence of "plateau" in these dependencies (in the 
magnetic fields from 1 T to 2.5 T) proves the high homogeneity of QDs. 

These magnetic field dependencies of QWs PL intensity allow us to estimate the 
QD density which was found to be of 108 to 1010 per square cm for different samples 
and the density of nonradiative centres. 

This work was supported by RFBR grant No. 98-02-18267 and Program "Nanostruc- 
tures" of Russian Ministry of Science. 
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Abstract. Fine structure of low-energy confined exciton in CuCl spherical nanocrystals has 
been studied by a resonant size-selective two-photon-excited luminescence (TPL) spectroscopy 
with high spectral resolution. A band of resonance luminescence (RL) arising due to annihilation 
of the lowest-energy exciton and its LO-phonon replica were observed to be doublets. Analysis 
has shown that the components of the doublets connect with the pair of exciton states which 
have been attributed to low-energy confined states (IS) of two transversal excitons (Ti and T2) 
split by the size-dependent spin-orbit interaction. The physical reason of the splitting is similar to 
removing of Kramers degeneration of electron states in the bulk crystals of Trf symmetry. 

Fine structure of optical spectra near band edge absorption and luminescence of quan- 
tum dots (QD's) is of great interest since it gives ones information about low-energy 
confined electrons (excitons), confined phonons, and interactions between them as well 
as symmetries of the quasi-particle states and selection rules of optical and phonon- 
assistant transitions. Fine spectral structure caused by a short-range and long-range 
exchange interactions ("dark" and "bright" electron-hole pair states [1], and "longitu- 
dinal" and "transversal" confined excitons states [2], respectively) have been observed 
as well as induced by exciton-phonon interactions (exciton-acoustic-phonon [3] and 
polaron [4] states). 

An additional fine structure induced by spin-orbit interaction in crystals of Trf sym- 
metry has not been considered for QD's systems so far. In such crystals [5], conduction 
and valence bands have fine structure near the Brillouin zone center due to spin-orbit 
interaction removing the Kramers degeneracy of electron states with nonzero wave vec- 
tor. Obviously that the splitting of electron states results in a splitting of the transversal 
exciton on two states T] and T2. A value of the Ti-T2 splitting is proportional to 
|k|3 for excitons involving hole from the spin-orbit-split valence band (k is the electron 
(hole) wave-vector). Although theory of this effect for QD's is yet to be developed, 
from general point of view it is reasonable to suppose that the T]-T2 splitting for QD's 
should be proportional to R^3, where R is the QD radius. It follows from effective 
mass approximation where size-dependences of physical parameters of spherical QD's 
can be obtained by a replacing of wave-vector modulus of quasi-particles with quantity 
proportional to l/R. 

We report the high-resolution size-selective TPL spectroscopy of CuCl spherical 
nanocrystals where T]-T2 splitting seems to contribute importantly to the fine spectral 
structure. The resonant TPL spectroscopy of quantum dot systems presents with the 
important advantages to investigate a fine structure of low-energy quasi-particle states 
since an incident light does not practically mask features with small Stokes shifts in 
secondary radiation spectra at two-photon excitation [2]. 
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CuCl QD's embedded in a glass matrix have been studied at 2 K. Dot's radii were 
in range from 2.5 to 1.2 nm. TPL was excited by a wavelength tunable Ti:sapphire laser 
pumped by a 3 kHz Q-switch YAG:Nd+3 laser. The emitted light was analyzed with 
spectral resolution of 0.5 meV (~ 4 cm"1). For temporal analysis TPL was excited by 
a 2 ps Ti:sapphire laser pulse radiation; a time resolution of 150-200 ps was adopted. 

Inset in Fig. 1(a) shows an example of size-selective TPL spectrum resonantly 
excited within inhomogeneously broadened one-photon absorption (OPA) band of Z3 

exciton for the specimen with a QD's mean radius, RQ of 2.2 nm. The fine doublet 
structure with energy about twice energy of the incident photons, 2Et (shown by an 
arrow) is clearly seen in detail in Fig. 1 (a) where the doublets are shown for different 
2Ej. So, a narrow RL band of energy equal to ERL = 2Ej = E\S, where E\S is the 
energy of the lowest-energy confined exciton state, have been found having a broad 
satellite (A-band) with Stokes shift increasing up to ~ 4.8 meV with increase of 2Et, 
or decrease of the nanocrystal size. The TPL spectra of specimens with R0 = 1.8 and 
1.6 nm show the same RL-A doublets. Analogous doublet structure consisting from 
narrow (LORL) and broad (LOA) bands can be seen in the region of LO-phonon replicas 
of the RL and A bands (inset in Fig. 1(a)) with Stokes shifts of 25.8 meV, respectively. 

Main experimental results are summarized as follows: 
1. Spectral width of the RL band was found to be limited by the laser line one of 
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0.6 meV and much smaller than the A-band width of 3.5-4.5 meV. Ratio of spectral 
widths of the LOA and LORL bands is about 4-5; 

2. Stokes shift of the A-band (A£A = £RL - EA) increases from 0.4-0.5 meV to 
4.8 meV with decrease of the nanocrystal radius: AEA as a function of \/R is presented 
in Fig. 1(b). It is seen that AE^R) demonstrates clear deviation from R^x dependence 
and allows approximation by rather R^3 function than R^2 one. 

3. The RL excitation spectrum (ES) shows a resonant enhancement in the energy 
region corresponding to a direct two-photon generation of the IS confined Z3 exciton 
and reflects a size distribution of the nanocrystals [2]. Maximum of ES of the A-band 
coincides with that of the RL band. It means [2] that A-band arises due to direct two- 
photon excitation either the IS exciton state or some exciton state with energy slightly 
more than IS exciton energy. Due to broad size distribution we can not distinguish 
these cases by comparison of the ES positions. Integral intensity of the A-band is about 
four times more than that of RL at maximum of the corresponding ES. 

4 Time decay measurements of TPL excited at ES maximum and measured in the 
regions of 2E, and 2E, - ELO, where ELO is the LO phonon energy, showed that decay 
times of the RL and A bands, and their LO-phonon replicas have the same value of 
about 0.6 ns. It shows that the lines considered more likely start from the same confined 
exciton state. 

5. The RL and A bands have the same degree of linear polarization; it gives additional 
evidence that both the RL and A bands arises due to radiative annihilation of the same 
exciton state. 

RL behaviors give evidence that it is resonance luminescence starting from the 
relatively long-living lowest energy confined exciton state. Then, the LORL band results 
from the LO-phonon-assistant radiative annihilation of the same state. 

The A-band and its LO-phonon replica (LOA) in turn can arise due to a fine structure 
of low-energy confined exciton states. Indeed, our experimental data give evidence that 
the RL-A and LORL-LOA doublets are most likely caused by a fine structure of lowest 
energy IS exciton states, namely, the ISTI and 1ST2 states of two transversal excitons 
(Ti and T2) split by the size-depended spin-orbit interaction. Then, the RL band and its 
LO-phonon replica come from two-photon excitation of the lowest energy ISTI exciton 
and its phononless and phonon-assistant radiative annihilation. At the same incident 
photon energy the A band and its LO-phonon replica arise from nanocrystals of larger 
size due to two-photon generation of the excitons in the 1ST2 state with energy of 0.4- 
4.8 meV more than the ISTI state, subsequent nonradiative transition to the ISTI state, 
and its phononless and phonon-assistant radiative annihilation. 

Note that short-range exchange interaction can not be responsible for the doublets 
because a singlet-triplet exciton splitting for the nanocrystals has to be equal or more 
than that for the bulk CuCl (2.6 meV). The same reason allows ones to exclude from 
considerations the "longitudinal" exciton state because corresponding L-T splitting has 
much more values [2] than those observed for the RL-A doublet. 

The essentially higher spectral width of the A-band than that of the RL band is easily 
understandable in framework of our scheme where the 1ST2 state is supposed to be 
homogeneously broadened in large part due to fast nonradiative transitions to the ISn 
state. In such a situation, the 1ST2 excitons are simultaneously generated in nanocrystals 
of more broad range of sizes than the ISTI excitons. For each of the nanocrystals from 
this ensemble the narrow TPL line due to annihilation of the ISTI exciton created by 
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transitions from 1ST2 state contributes to the A-band. Since the annihilation energy is 
size-dependent, the A-band is envelope contour of the TPL bands with homogeneous 
widths equal to the RL line width. Simultaneous excitation of relatively large number 
of nanocrystals results also in relatively large integral intensity of the A-band. Note, 
the same reasons explain the difference between the LOA and LORL band widths and 
intensities. Evidently that the decay times of the PL, A, LOA, and LORL bands thus 
considered should be approximately the same as well as their polarization properties 
that satisfies to our findings. 

The assignment of the A-band to both the exciton-acoustic-phonon state and acoustic- 
phonon-assistant luminescence looks also rather unlikely because of clear distinction of 
AEA(R) from expected R^] dependence. The reasons why the signal of the acoustic- 
phonon-assistant processes is rather weak in TPL spectra of our samples are not quite 
clear to us. Probably the A band contains a small contribution of the acoustic phonon 
signal undistinguished due to strong overlapping of two bands of different origin. 

As far the observed AEA size dependence, it is expected for our model of the Ti - 
T2 splitting of Z3 confined exciton in the CuCl quantum dots. Really, the experimental 
size-dependence of AEA(R) [Fig. 1(b)] can be well fitted by the R^3 function. 

Two of us (AV.B. and AV.F.) are grateful to the RBRF, Grants Nos. 96-02-16235a, 
96-02-16242a for financial support during this work. 
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Abstract. Electron states and hopping conductivity of a periodic lateral lattice of large quantum 
dots are studied taking into account the Coulomb effects. The intradot electron-electron repulsion 
produces the Hubbard gap which exceeds the single-electron levels spacing. The fluctuations of 
the number of impurities per a dot causes the redistribution of electrons and softens the Hubbard 
gap. The energy of interdot exitation varies from zero to the dot charging energy Uc. The 
variable range hopping with the typical hopping energy determined by Uc. was demonstrated to 
be a predominant mechanism of low temperature transport. 

Introduction 

A periodic quantum dot lattice has brought a new goal for the solid state study, provided 
the artificial solid with controlled parameters such as the number of electrons per a cell, 
strength of electron-electron interaction, strength of interatomic tunnelling etc. More- 
over, the scale of typical parameters has changed. The importance of electron-electron 
interaction gives rise to the Coulomb blockade, which is rather classical than quantum 
phenomenon. 

This work was stimulated by some new experimental results on metal-non-metal 
transition at the crossover from antidots to quantum dots [1, 2]. The purpose of the 
present work is the theoretical study of electron states and hopping electron transport in 
a lattice of tunnel-coupled large quantum dots. We shall demonstrate that the intradot 
Coulomb interation leads to the appearance of Hubbard gap in the electron spectrum of 
the system. The fluctuations of the number of electrons per a dot smooths the gap up, 
producing the gapless Hubbard insulator. It will be shown that the activation energy of 
hopping conductivity is determined by the dot charging energy. The absence of hard 
gap tends to the variable range hopping in the low temperature case. 

The typical sizes of modern dots lays between 100 and 500 nm. For usual electron 
density of 1011-12 cm"2 this gives 50-200 electrons per a dot. The other important 
parameter is the Coulomb energy per electron. It has the value of capacitive charging of 
a dot, Uc = e2/2C, where C is the effective capacity of the order of the dot size. The 
typical value of Uc has the order of 1 meV. The large number of electrons determines a 
gaseous picture of electron distribution inside a dot. The typical Fermi energy referred to 
the dot bottom is 10 meV. The distance between energy levels is 5 = EF/n ~ 10_1 meV, 
where n is the mean number of electrons per a dot. The 2D screening length has the 
order of Bohr radius, ~ 8.3 nm, which is sufficiently less than the dot size. Hence 
the dot has a plain bottom, strongly differs from the lattice of dots with parabolic 
confinement potential, considered by [3]. The other parameter, tunnelling factor t, is 
very easily controlled, varying from the maximal value Ef/^/n for barrierless dots to 
the exponentially small value. 
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Hence we shall deal with such hierarchy of parameters as 

«>1,        £F>£/c>5,        t«.Uc. (1) 

This combination of parameters is unusual. The large interaction makes inapplicable 
the single-electron models, like Anderson-Mott one, while the large number of electrons 
per a dot makes inapplicable the usual "single electron per single site" Hubbard model. 
The small ratio of interaction energy to the Fermi energy means near ideality of electron 
gas inside a dot, while large UQ/8 parameter determines the strong involvement of in- 
teraction into the energy levels distribution. The presence of tunnelling permits electron 
to propagate along the lattice of dots, while the small value of t determines that in the 
first approximation it does not affect on the electron states of a single dot. 

Another complications is the large number of electron levels in a dot. It leads to the 
statistical picture of levels distribution, like Wigner-Dyson one. From the other hand, 
the levels of different dots are independently distributed, so this distribution does not 
affect to the electron jumps between dots. 

The situation, when the Coulomb interaction in a dot is determinative for electron 
states and transport is typical for Coulomb blockade. The last deals with the tunnelling 
between Fermi lakes via single or few dots. In this case the finite Hubbard gap for 
transport appears. The difference of our problem from the mentioned one is caused by 
multiplication of quantum dots into the lattice. 

Electron states 

Let us consider electron states in a dot, neglecting tunnelling between dots. In the 
gateless system the number of electrons in a dot is determined by the number of the 
impurities in it. If this number is the same for all dots, say N, the system should be the 
Hubbard insulator with N-th filled Hubbard band. Really, N fluctuates. The fluctuation 
of this quantity has the order of statistical fluctuations VN. In the first approximation the 
large dot is electrically neutral and the number of electrons coincides with the number 
of impurities. 

In the second approximation, we should take into account the fluctuations of the 
Fermi energy caused by the fluctuations of electron density. The value of these fluc- 
tuations is A = EF/VN. In equilibrium, the fluctuations of Fermi level are smoothed 
by the redistribution of electrons among dots and corresponding shifts of dot bottoms. 
This mechanism works if the number of electrons is large enough and A exceeds UQ. 

If A is less than UQ, the redistribution has no profit, giving loss in energy. If A > UQ 

(the case is typical), redistribution occurs. The number of redistributed electrons dnj 
in a dot j is determined by the potential, necessary to equalize the local fluctuations of 
Fermi energy Ay = EF(Nj - N)/N. As a rule, the equation e2dnj/2C = A7- gives the 
fractional dnj. 

The discreeteness of dnj tends to impossibility to equalize the remainder of order of 
potential, produced by a single electron per a dot. The residual local distances between 
the filled states and the Fermi level Uj are uniformly distributed within the range (0, t/c). 

In other words, the last occupied state can not be below the Fermi level more than 
e2/2C, else the next level will be filled. The same is true for the first empty level: if it 
exceeds the Fermi energy more than e2/2C, there should be another empty one, below 
the first on the distance e2/2C. The first empty level in each dot is separated from the 
last filled by the distance UQ. 
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The activation energy for a jump between the fixed dots varies from 0 to 2UQ. Hence 
the global energy gap vanishes, while local one is finite. We call this system a gapless 
Hubbard insulator. 

The single-electron density of states for additional electron (hole) neglecting tun- 
nelling linearly vanishes with the distance to the Fermi energy: 

P(
£

) = i2^n22c\E -Ml.   if  \E - MI< e2/ic (2) 

and 
d2 ir?i2e2 

S   m 
P(E) = J2^>      if     \E-^\>e2/2C (3) 

where S is the quantum dot arrea, d is the lattice period. This behaviour, originating 
from intrasite e-e interaction, is similar to 2D Coulomb gap [4], caused by intersite 
interaction. Notice that their meanings are different. 

The quantum dot lattice is an art-made system of Fermi lakes. Previously disordered 
system of Fermi lakes was discussed in the theory of strongly dopped and strongly 
compensated semiconductors [4]. In this situation the Hubbard gap is not much essential 
because it has the same order as the mean level spacing. 

Electron transport 

Below we shall neglect t in consideration of energy spectrum and take it into account 
to consider transport in the lattice. The conductivity of the system is determined by 
electron hoppings between dots. The problem may be separated on two parts, finding a 
tunnel exponent and hopping optimization. We studied the probability of tunneling by 
means of single electron Hamiltonian of Anderson model 

H = Y^ w}äi + ^2{tä}äJtß + H.c.} (4) 

Here e,- = —U, for filled e,- = UQ — Ut for empty states. At high temperature the 
transitions between the nearest neighbors take place. At low temperatures the long range 
hopping is preferable due to minimization of activation energy. These hoppings can be 
performed by means of virtual transitions through the intermediate dots, accompanied 
by the emission (absorption) of phonons at the start or in the finish. 

Optimization of hopping probability together with the construction of percolation 
network of limited strong hopping gives the conductivity: 

cT-expHTo/r)»/3], (5) 

where 7b = 4ßUclog2(Uc/t), ß ~ 13.8. The hopping length is 
Uc    \ i/3-i 

o nog Uc (6) 

The square brackets denote the integer part. 
The formula (6) is valid for low temperature region T <C £/c/(21og Uc/t). For high 

temperatures an electron prefers to jump onto the nearest neighbore. 
Hence the effective conductivity is 

a~(t/2Ucy   exp(-^). (7) 
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Discussion 

We would like to compare the difference of transport in a quantum dot lattice and in 
impurity band. An impurity usually can confine a limited number of electrons. The 
Hubbard gap is usually too weak or too strong, so that the energy of A+,A° and A^ 
states have very different scales. In the case of impurity system in semiconductors the 
upper Hubbard A^ state is known as an origin of so called "62" conductivity. The energy 
of this state is very low, compared to the ground state of hydrogen-like impurities. In 
non-compensated donor system there are no long range Coulomb forces and the states 
of additional electrons (A~~ -states) and holes (^+-states) on impurities are separated by 
a hard gap. 

The principle feature of the quantum dot considered is a large number of electrons in 
a dot. As a result, the Hubbard energy is small, compared to not ionization bariers only, 
but to intradot Fermi energy. The electron gas inside quantum dot has a weak, pertur- 
bative interaction. But the Coulomb energy is rather strong if one consider transport 
between dots, for UQ > t. 

An ideal quantum dot system should exhibit many Hubbard bands. The slow change 
of chemical potential leads to subsequent filling of subsequent Hubbard bands. So 
properties of the system should periodically alternate from metal to insulator. We expect 
this picture at least if tunnelling is strong enough and is not affected by phase-destroying 
thermal fluctuations. 

The fluctuations of impurity numbers are much more important. If the fluctuations 
of local Fermi energy, caused by them, exceed the tunnelling amplitude, they result in 
the appearance of a gapless Hubbard insulator. When considering the gapless Hubbard 
insulator we neglect the influence of tunnelling on electron states, focusing on the case 
of hopping conductivity. We belive that the tunnelling may substantially change the 
properties of a gapless Hubbard insulator converting it to a "bad" metal. 

The system considered is not exotic and is characterized by parameters, which are 
usual for lateral superlattices based on semiconductor heterostructures. It means the 
possibility of experimental realization of the predicted gapless Hubbard insulator. 
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Abstract. Heterostructures with InP self-assembled quantum dots were studied. Strong Franz- 
Keldysh oscillations were found in their nonlinear reflection spectra. These oscillations manifest 
the presence of built-in electric field. The field originates from electric charge gathered by dots 
during the growth process. 

Introduction 

Self assembled quantum dots (SAD) are recently a subject of the extensive study [1-5]. 
It is attractive to make an ensemble of quantum dots (QDs) in the single growth process. 
This is considered to prevent QDs surface from strong contamination. Nevertheless the 
structure and properties of the interface between SAD and barrier layers are still in 
question. Due to the small size of the dots, a fraction of surface atoms to volume atoms 
is relatively large. The lattice mismatch between materials of QDs and barrier layers 
gives rise to stresses and strains around the QDs. 

In this work we studied InP self assembled QDs grown by gas source molecular 
beam epitaxy (GS MBE) technology. We used pump-probe method for the study of 
a nonlinear part of reflection and its dependence on a laser wavelength. It is found 
that the QD layer posesses a large amount of presumably negative electric charge. We 
suppose that this charge is caught by the acceptors located at the interfaces between 
InP QD layer and InGaP barrier layers. 

1    Experimental 

The heterostructures were grown on n+ GaAs (100) substrates. Their simplified struc- 
ture is shown in the inset of Fig. 1. The thickness of the barrier layers is 1000 Ä 
for a sample QDP1779 and 1500 Ä for a sample QDO1505 which were studied most 
thoroughly. An example of PL spectrum is shown in Fig. 1. 

The experiments were carried out on the setup which includes a femtosecond Ti:sap- 
phire laser "Tsunami" (power source "Millenia", frequency 82 MHz, pulse duration 
0.1-1 ps) which is tunable from about 0.7 to 0.85 /im. Amplitude modulation of the 
pump and probe beams at different frequencies, optical phase shift between them and 
lock-in detection of the signal at the differential frequency let us to avoid noises from 
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Fig 1. PL spectrum of sample QDO1505. "QDs", "InGaP", and "GaAs" mark accordingly PL 
of QDs and barrier and buffer layers excitons. Inset: structure of the studied samples. 
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Fig 2. Pump-probe (PR) and electroreflection (ER) spectra of sample QDP1779. 

the scattered light and achieve excellent sensitivity of detection of nonlinear reflection 
whose detection limit is about 10-7 times of the linear reflectance. 

2   Results and discussion 

Time dependence of the pump-probe signal is out of the scope of this paper. We 
discuss only a spectral dependence of the signal presented in Fig. 2. This dependence 
looks like an intense oscillations with almost constant period of « 6.5 nm. We have 
confirmed by the additional experiments that these oscillations are not caused by the 
light interference. All these experiments led us to the conclusion that we observe the 
Franz-Keldysh oscillations (FKO). To verify this supposition the sample QDP1779 was 
supplied with electric contacts and electroreflectance spectrum was recorded with the 
field modulation frequency 100 kHz. It is also presented in Fig. 2. One can see exactly 
the same period of oscillations. 

FKO are the evidence of the built-in electric field in heteroctructures containing InP 
QDs. We investigated photoreflectance spectra of structures without QDs (with 6000 Ä 
of InGaP barrier layer, with GaAs quantum well between GalnP barrier layers) and also 
structures with InAs QDs between GaAs barrier layers. Spectra of all these structures 
lack any regular oscillations. Therefore existense of the built-in electric field is caused 
by presence of InP SADs in the structure. 
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Fig 3. Charge transfer during structure growth (a) and photoreflection (b). 

2.1    Model 

We offer the following model of the energy structure and the physical processes which 
give rise to this electric field. The interface between QDs and barrier layers contains 
a large number of intrinsic defects which act as effective carrier traps. We suppose 
that these traps are mostly acceptors. GaAs buffer layers of the investigated structures 
contain donors whose density is about few times of 1015 cm"3. During the growth 
process, a high temperature (« 500 °C) gives to the electrons provided by donors 
enough energy to jump over the barrier between the buffer layer and QDs. As a result 
a surplus negative charge goes into the QDs layer and opposite charge into the buffer 
layer. This forms a double electric layer with electric field inside. Due to the small 
donor concentration in the GaAs buffer, the carrier depletion occurs over considerable 
thickness of this layer and the electric field partially penetrates into it. The model 
described is schematically drawn in Fig. 3. 

This model is capable of explaining main features of the signal. In the spectral region 
in question the photorefractive signal is caused mainly by nonlinear reflection from the 
GaAs buffer layer. Pump pulses produce free carriers in this layer. Their motion changes 
the electric field and therefore the refractive index at the given wavelength. Essentially 
we observe changes in the FKO phase. 

In order to determine the value of built-in electric field we made semiquantitative 
analysis of the FKO. We utilized an approximated formula of Aspens [5] 

E(m)-Eg he -(mir — (p) 
-i 2/3 

where electrooptical energy is given by 

ne 
e2h2F2 

2\i 

1/3 

(1) 

(2) 

Here E(m) is the energy position of the m-th maximum, Eg = 1.52 eV — GaAs 
bandgap, ip — fitting parameter, and /i — reduced mass. We have gotten considerable 
deviation of the fitting curves E(m) from the experimental curves for all studied samples 
which let us only approximately estimate magnitude of the field to be about 30 kV/cm. 
We suppose that this discrepancy is caused by the inhomogenity of the electric field in 
the GaAs buffer layer. Possible reason of this inhomogenity is distributed charge of the 
ionized donors in GaAs. 
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Obtained magnitude of the electric field allows us to estimate the surface charge 
density by the plane capacitor formula a = eeoF. For the structures studied, it yields 
a charge of about 20 e per QD. Such a large amount of charge changes the physical 
properties of InP QDs and should be taken into account in their investigations. 

It should be mentioned that the electric charge of the InP QD layer was observed by 
S. Anand et. al. by DLTS technique [6]. However they studied samples with Si-doped 
GalnP barrier layers. In their structures electric charge of QDs is caused by the electron 
transfer to the potential well from the barrier layers. This charging is not related to 
existence of GalnP/InP interface defects. 

3 Conclusion 

This research shows that in the heterostructures with InP QDs the interface between 
QDs and InGaP barrier layers contains a number of defects which behave like acceptors. 
During the growth process at high temperature they capture electrons from other layers 
of the structure. This gives rise to the intrinsic electric field. The field caused strong 
FKO which are observed in photo- and electroreflection spectra. We discovered that in 
the investigated structures there is negative charge of about 20 electrons per QD. This 
charge essentially affects the physical properties of the QDs and should be taken into 
consideration in their studies. 
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Abstract. The Zeeman effect for ID and 0D electron states has been considered theoretically. 
We have established the relation between the point symmetry of a low-dimensional system and 
properties of the g factor tensor gaß, from which, in particular, it turns out that the g factor in a 
cylindrical wire is isotropic {gxx = gyy = gzz). The actual calculation of gaß is performed for the 
ground states in rectangular quantum wire, cylindrical wire and spherical quantum dot structures. 

Introduction 

In zinc-blende semiconductors, the electron g factor values change with a chemical 
composition in a wide range (g « 2 in wide-gap semiconductors, -0.44 in GaAs and 
approximately -50 in the narrow-gap InSb). This behavior, i.e. dependence of g on 
the fundamental energy gap, Eg, and the spin-orbit splitting, A, of the upper valence 
band, is in a good agreement with the well-known Roth equation derived in the second 
order of the kp perturbation theory. In [1] this approach was generalized to include 
heterostructures with quantum wells (QWs) and superlattices and the g factor was 
calculated as a function of layer widths. A large anisotropy of the Zeeman effect for 
conduction electrons was predicted, which was later confirmed experimentally in the 
structures grown from cubic semiconductors A3B5 and A2B6 (see [2] and references 
therein). First measurements of g factors for quantum dots have been reported more 
recently [3]. In the present work the theory of Zeeman effect for electrons in quasi-one- 
and quasi-zero-dimensional systems, namely quantum wires (QWRs) and quantum dots 
(QDs) is developed. The dependencies on the linear sizes are calculated for the g factor 
tensor in cylinder and rectangular QWRs as well as in a spherical QD. 

1   The first- and second-order g factor formulae 

As mentioned above, the expression for the g factor in bulk semiconductors comes from 
the second-order kp perturbation theory. In this case a value of g is obtained as a sum 
over all intermediate states. In particular, for the electron in a simple band / of the bulk 
semiconductor of cubic symmetry with the extremum in the center of the Brillouin zone 
we have (magnetic field B || z) 

^\{l\P+\n)\2-\{l\p^\n)\2 

g = go + 2_^ Fo_Fo ' t1) 

where go ~ 2 is free electron Lande's factor, p± = px ± ipy, (n\pa\m) (a = x,y,z) 
is the matrix element of the momentum operator taken between states n and m, E® is 
the state electron energy. Here and in what follows we will use the atomic units with 
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the electronic charge e = 1, Plank's constant H = 1 and the free-electron mass mo = 
1. Though principally applicable to any types of semiconductor heterostructures, this 
approach involves calculation of intermediate states and, therefore, is very cumbersome 
and practically ineffective for one- and zero-dimensional systems. In this work we 
propose an approach which is much more suitable for g factor calculations in QWRs 
and QDs. 

To begin with, we would like to mention, that the same result for g factor can be 
produced in the first order by the correction 

SH = -AV 
c 

to the electron Hamiltonian linear in the magnetic field, where A is the vector-potential 
which in a homogeneous magnetic field depends linearly on the radius-vector r, and the 
velocity operator V = dH(k)/dk. In order to show an equivalence of both approaches, 
one needs (1) to write the matrix element of the operator AV as a product of A and V 
matrix elements summed over intermediate states, and (2) to use a relation between the 
matrix elements of coordinate and velocity operators. Thus, we confirm that expressions 
for the g factor, produced in the second order of the kp perturbation theory and in the 
first order by the correction SH are equivalent. For the extended states matrix elements 
of SH usually can not be directly evaluated, so as the second-order expression for the 
g factor should be used instead. 

If the wave function is localized in one of the directions £ due to spatial confinement, 
the calculation of the g factor in the magnetic field B _L £ can be performed in the 
first order of the perturbation theory in the correction to the electron Hamiltonian. In 
particular, in the structure with a quantum dot, where the envelope wave function is 
localized in all three directions, the first-order perturbation theory can be applied and 
the tensor gaß of g factors for the ground state of the spatial quantization el is defined 
by the expression 

^ßB<Ja,ss'(gaß - go)Bß = (el,s\5H\el,s'). (2) 

Here ßB is the Bohr magneton, aa (a = x, y, z) are the Pauli matrices, and the spin 
indices s,s' = ±1/2. Equation (2) is applicable as well for the electron state at the 
bottom of the subband el in a quantum wire, if (1) the vector potential gauge is chosen 
so as it depends only on the coordinates perpendicular to the wire axis and (2) the 
diamagnetic contribution is subtracted from the right-hand side of Eq. (2) [2] 

-c(el,s\vz\el,s')(Az(r)). 

2   Kane model calculation 

For the analysis of an electron g factor we use the Kane model. It takes into consideration 
kp mixing of states in the conduction band F6 and in the valence bands F8, F7 exactly, 
but neglects influence of the remote bands. The Schrödinger equation with the kp 
Hamiltonian //(k) (matrix 8x8) can be written in terms of spinors u (conduction 
band, two components) and v (valence band, six components) [4].   It is possible to 
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Fig 1. (a) Dependence of the electron g factor on the structure linear sizes. Values for 
the spherical QD and cylindrical QWR of radius R are presented by solid and dashed lines 
respectively. For comparison the longitudinal and transverse components of the electron g factor 
tensor (g?w < g^1) are shown for the single QW of width 2R (dotted line), (b) The b- 
dependence of the electron g factor gaß at the bottom of the first subband in GaAsZAlo.35Gao.65As 
QWR with a cross-section 2a x 2b (see inset). Dashed line marks a case of a = b. Arrows show 
longitudinal (gy) and transverse (g±) g factor components in a 80 Ä-wide QW. 

reduce this system to a second-order differential equation 

2 1 p2 

3 
vV E u. (3) 

for the spinor u, and the vector spinor v can be expressed via the gradient Vw by the 
equation 

1 
VM* 

»A 
(Eg+E)(Eg A) 

(a x VM) 

(4) 
Here E is the electron energy counted from the conduction band bottom F6, and 
boundary conditions are the continuity of the spinor u(r) and of the component of the 
vector Pv(r) parallel to the interface normal, P = i(S\pz\Z). 

In the Kane model the velocity operator V is an 8 x 8 matrix with k-independent 
components. Using an explicit form of this matrix, we conclude the section with the 
main formula for the g factor calculation 

(el,s\8H\el,s'} = i -|   fp[ (Av+) us, - u+ (Avy) ] dx . (5) 
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3   Results and discussion 

In Fig. la the electron g factor in a spherical QD (gQD) and in a cylindrical QWR 
isQWR) are presented as a function of the radius R. For comparison in the same graph 
we show longitudinal (g9w , B || z) and transverse (gfr, B _L z) g factor components 
for a QW of the width 2R. The model calculation is performed for the heterosystem 
GaAsZAlo.35Gao.65As. The following parameter values are used in the calculation: Eg = 
1.52 eV, A = 0.34 eV, 2p2

cv/mQ = 28.9 eV for bulk GaAs (pcv = i(S\pz\Z}), and 
Eg = 1.94 eV, A = 0.32 eV, 2p2

v/mo = 26.7 eV for the barrier material, band offsets 
at the interface are AEV:AEC = 2:3. In order to take into account the contribution of 
remote bands we added a constant Ag = -0.12 to the g factor values obtained in the 
Kane model. Thus, with increasing the structure size the electron g factor reaches a 
bulk value of -0.44 in GaAs. With a decreasing the linear sizes the g factor increases 
tending for R —> 0 to the barrier material value 0.57. Since with the reduction in the 
system dimensionality the role of spatial confinement increases, the following relations 
are fulfilled: gj^ < gQWR < gQD. 

Fig. lb presents the tensor gaß for an electron in the ground state in a rectangular 
QWR of the cross-section 2a x 2b as a function of the length b. The other size (2a = 
80 A) is kept constant. For the square cross-section (a = b), the components gxx and 
gyy coincide the same, and the anisotropy gzz — gxx is very small in agreement with 
the general symmetry considerations. With increasing b we asimptotically approach the 
QW limit resulting in gxx —> g| and gxx, gyy —> g±, where gy and g± are the longitudinal 
and transverse components of the g factor in a QW. 

Thus, by using the Kane model we have developed a theory of the electron g factor 
in semiconductor QWRs and QDs, and performed model calculations for the spherical 
dot, rectangular and cylindrical wires. 
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Optical experiments with self-organised InAs/GaAs quantum dots (QD) show high quan- 
tum efficiency of photoluminescence (PL) which is important for laser applications [1]. 
However the channels of nonradiative carrier recombination which competes with PL 
in QDs are not understood yet. In the present contribution we study the effect of en- 
hancement of PL quantum efficiency of InAs/GaAs QDs induced by subband 1.06 /im 
illumination. 

Experiments were carried out on four samples (A, B, C, D) with InAs QDs grown 
by MBE on (31 IB) (samples A and C) or (100) (samples B and D) surface of semiin- 
sulating GaAs substrate. Samples A and B consisted 10 layers of InAs QDs, C and D 
were samples with one QD layer. PL was excited by Ar-laser (A = 514 nm) with power 
density /V =1-10 W/cm2 which is well below the saturation limit for ground electron 
and hole QD states in our samples. Experiments were carried out at T = 77 K. The 
PL spectral line was centred around 1.2 eV and had the spectral width of 40-80 meV 
depending on the sample. The PL spectrum was measured when the sample was ex- 
cited by additional 1.06 /im illumination from cw or Q-switched YAG:Nd laser (power 
densities, /VAG* up to 500 W/cm2). 

Figure 1 shows the photoluminescence spectra of sample A with (curves (a) and 
(b)) and without (curve (c)) additional 1.06 /im illumination of YAGNd laser. It is 
seen that PL intensity increases in the presence of 1.06 /im (1.17 eV) excitation which 
shows the enhancement of quantum efficiency of PL induced by subband illumination. 
In sample A the maximum relative increase (60%) was observed. The relative increase 
of the PL induced by 1.06 /im illumination is sublinear with the intensity of YAG laser 
and the enhancement effect reaches saturation for high power density, /VAG- 

The most interesting experimental result is that the relative increase of quantum 
efficiency depends on the wavelength of detected PL and the effect is stronger on the 
low-energy side of PL spectral line (see Fig. 1). This makes us to conclude that the effect 
of the quantum efficiency enhancement is governed by the processes directly connected 
with the properties of InAs QDs or InAs/GaAs interface but not with the GaAs buffer 
layer where carriers are initially created. Different wavelength of PL corresponds to 
QDs with different size. The wavelength of PL increases with the increase of the QD 
size. Apparently experimental results show that the relative increase of the quantum 
efficiency increases with the size of QD. 

We explain the effect of the increase of QD quantum efficiency in terms of pho- 
toionisation of carrier traps which are playing a role of centres of nonradiative carrier 
recombination. Carriers created by interband (Ar-laser) excitation in GaAs are captured 
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Fig 1. PL spectra of InAs/GaAs QDs measured at PAV = 2.5 W/cm2 and different power 
densities,/VAG, of additional 1.06 /im illumination (W/cm2): (a)—240; (b)—90; (c)—without 
1.06 /im excitation. 

to InAs QDs where they may recombine radiatively or captured by traps located at the 
InAs/GaAs interface. The competition between radiation and trap capture processes 
determines the quantum efficiency of PL. If the lifetime of carriers at the traps is long 
enough, then the subband 1.06 /im illumination will induce ionisation of carriers from 
the traps, thus giving additional chance for the carrier to participate in the radiative 
QD recombination resulting in PL. The value of relative increase of quantum efficiency 
depends on the ratio of the photoionisation rate and the lifetime of the carriers captured 
to traps. Thus the effect should be stronger for carriers which have a longer lifetime on 
the traps. The results of the experiments lead us to the assumption that carrier lifetime 
on the traps increases with the increase of QD size which may be due to the weaker 
overlap of electrons and holes participating in the nonradiative trap recombination in 
bigger QDs. This is reasonable if the nonradiative recombination occurs between the 
one carrier (e.g. electron) captured on the trap at the InAs/GaAs interface and another 
carrier (hole) located in the InAs QD. 
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Abstract. We report here the first observation of the strong correlation and Coulomb blockade 
effects in a single-atomic junction (single tungsten-atom STM tip). In contrast to previous work [1, 
2], the use of an atomic-scale central island makes the change in the electrostatic potential due 
to the variation of the number of electrons in the island greater than leV and thus the electron 
correlation effect is made more controllable and stable even at room temperature. 

1 Experimental setup 

The experiment was performed using an ultra-high vacuum (UHV) STM (JSTM- 
4500XT) with an operating pressure of 2 x 1(T8 Pa at 77 K and 300 K. The STM 
tip was made from a single crystal tungsten wire with (111) orientation. An STM tip 
with a pyramidal structure well protruded about 2 nm on the tip apex with a single 
tungsten atom at the end of the apex, which is followed by the three and six tungsten 
atoms in the second and third layers, respectively, was prepared by the field evaporation 
plus field emission technique [3]. In contrast to the previous method [4], this new tech- 
nique allows us to in situ fabricate a single-atom tip inside the STM chamber. Direct 
observation of the tip apex by field ion microscope (FIM) confirmed that there is a 
single tungsten atom at the end the tip apex. Such a single atom STM tip is stable and 
robust for high field (< 1 V/Ä) operation, so a silicon atom and hydrogen atom can be 
extracted and redeposited routinely and repeatedly on a Si(100)2xl surface [4]. 

2 Experimental results 

The current-voltage characteristics between the single tungsten-atom STM tip and 
Au(l 11) or Si(100)2x 1 surface. The normalized differential conductances (dIldV)l(IIV) 
vs. the applied voltage featured five to six periodic oscillation peaks in both (sample) 
positive and negative bias voltages, which is the unique characteristics of a Coulomb 
staircase in a double barrier tunnel junction. The voltage separation of adjacent os- 
cillation peaks was ~ 1.1 eV. This oscillation period was independent of tip-sample 
separation, temperature and substrate material. 

The negative differential conductance (dl/dV < 0) was observed between the os- 
cillation peaks. This feature existed for both Si(100)2xl and Au(lll) surfaces but is 
more pronounced for the Au(lll) surface at 77 K. 

If we apply a strong field (> 2 V/Ä) on the tip apex, the single tungsten atom at 
the end of the tip apex eventually evaporates. Such a truncated configuration without 
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an apex atom was also observed by FIM. Such a truncated tip did not feature any 
oscillatory behavior in the normalized differential conductance. 

3 Theoretical model 

A tight-binding (TB) calculation for the electronic states of a single-atom tip, taking into 
account field-induced energy shift of each constituent atom, shows the presence of two 
narrow peaks in the local density of states in the apex atom: one is below the Fermi 
level and the other is above it. This means that there are localized states into the apex 
atom which are electrically decoupled from the underlying layers by an effective tunnel 
barrier. The present numerical result is consistent with the previous measurements of 
the field emission spectrum from a single tungsten-atom tip [4]. 

The localized electronic state in the apex atom is thus regarded as the central island 
which capacitively couples to the two electrodes, the rest of the tungsten tip and the 
sample surface. We estimated the charging energy for the highest occupied energy level 
(5d) of a tungsten atom by the ab initio calculation and compared with the experimental 
value determined from the linearly increasing third-to-sixth photoionization energies [5]. 
The charging energy of the localized state in the pyramidal structure is U ~ 1.1 eV, 
which is compared with the charging energy of ~ 12 eV for an isolated tungsten atom. 

In our experiment, the tunnel current is governed by the slower apex atom-sample 
tunneling event. As a positive bias voltages is applied, the Fermi level of the sample 
moves downward relative to the energy levels of the localized state which are split 
equally by U due to the charging effect [6]. When the sample Fermi level goes across 
each one of the resonances, the sample starts extracting an electron from the localized 
state and new channels for tunnel current open up one by one, which results in the 
observed periodic oscillation peaks in the positive sample voltage. If a negative sample 
voltage is applied, the Fermi level of the sample moves upward to cross each one 
of the resonance energy levels of the localized states and the sample stars supplying 
the localized state with an additional electron, which results in the observed periodic 
oscillation peaks in the negative sample voltage. 

The observed negative differential conductance between the oscillation peaks is at- 
tributed to the coherent multiple tunneling effect between the localized state in the apex 
atom and the sample. This was confirmed by the theoretical analysis for the Anderson 
model of a single atom point contact. 

4 Conclusion 

The result reported here is the first proof of the existence of Coulomb blockade os- 
cillation and negative differential conductance in a single atomic junction. Various 
mesoscopic devices based on the Coulomb blockade effect and active devices based on 
the negative differential conductance should be realized on an atomic scale. 
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The dimensions of electronic devices have been reduced approximately a factor of two 
every three years for the last 20 years, effectively meaning an increase of capacity with 
a factor of four. This trend, known as Moore's law, is predicted to hold for the next 
decade as well, although small deviations are foreseen. This means that around year 
2010 the linewidths of the components produced in large scale will be below Ä 100 nm. 
This presents a great challenge not only to the technology community for fabricating 
these devices, but also to the electronic design people since the electronic properties of 
nm-scale devices will be governed by quantum mechanics. 

Presently, there is a rapid growing interest in quantum devices based on single- 
electron-tunneling (SET)-effects. Such SET-devices are possible candidates for single 
electron memories that might allow room temperature operation. Coulomb blockade 
effects have been observed at low temperatures in numerous tunnel barrier structures 
for both metals and semiconductors. The first observation of Coulomb charging effects 
at room temperature was obtained by creating a vertical double barrier structure using 
the tip of a scanning tunneling microscope and a small metal particle. However, from 
a practical point of view it is obvious that scanning tunneling microscopes cannot form 
the basis for any electronics applications where single or complex combinations of SET 
devices will be used. 

Lately the focus of possible room temperature SET-devices have instead been shifted 
towards fabrication of lateral tunnel structures. For instance, Chen et al deposited AuPd 
nanocrystals in-between Au electrodes defined by e-beam lithography, and they reported 
clear Coulomb blockade effects at 77 K. However, the fabrication method is very hard 
to control and reproduce, which limits it's practical use for making devices. Other 
techniques that might have a larger potential for device fabrication involves some kind 
of self-aligning/assembly process(es) of conducting particles between metal electrodes, 
as reported by Klein et al. They managed to make a link of several colloidal Au clusters 
between e-beam defined electrodes. The electrodes were chemically modified in order 
to achieve good adhesion of the colloidal particles. However, large fluctuations in the 
obtained I-V spectra due to environmental changes during the measurement makes also 
this method not optimal. 

We have during the last 2-3 years developed a new way to build extremely small 
scale and accurate structures for contacting of nano-objects. The principle is based 
on the use of the atomic force microscope (ATM) for very accurate movement of 
pre-fabricated nano-objects, such as lift-off defined metal discs, aerosol fabricated nano- 
particles and colloidal gold particles. The assembly procedure consists of moving se- 
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Fig 1. Three AFM images (740 nm x 740 nm) recorded during the manipulation of an Au disc 
into a gap between two Au electrode. 

lected nanometer sized objects into a small gap between two metal electrodes (see 
Fig. 1). 

The metal electrodes are defined by e-beam lithography using a conventional lift- 
off technique. The imaging and manipulation is done in ambient air condition using 
an ultra-sharp non-contact AFM tip. For imaging we used an oscillation frequency of 
around 170 kHz and lock-in detection of the amplitude change. The sample holder stage 
has been modified making electrical in-situ monitoring during the assembly procedure 
possible. The commercial relatively sharp AFM tips have been further processed by 
EBD (E-beam deposition), resulting in a carbon rich ultra sharp tip. Sometimes, the 
EBD tips have been further sharpened by putting the tips in an oxygen plasma, thereby 
thinning and sharpening resulting in a typical tip radius in the range of 10-20 nm. 

The method for imaging and manipulation can be described as follows: make an 
image in non-contact mode, select the particle to be moved, position the tip slightly 
away from the particle, open the feed-back loop, advance the tip into contact with 
the particle, push the particle by the tip induced lateral forces to the desired position, 
withdraw the tip, establish feedback and acquire a new image displaying the outcome of 
the particle translation. One of the major advantages with our method is the possibility 
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Fig 2. Dynamic behavior of the conductance as an Au nanodisc is being pushed out of contact 
with the electrodes. The applied bias voltage was 2 mV and the temperature 300 K. 
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to electrically monitor the assembly procedure by having a potential applied between 
the electrodes. 

The techniques of pre-fabricating nm-scale building blocks and AFM-manipulation 
with simultaneous electrical measurements have for instance allowed us to build single- 
electron and quantum transport devices with control on the Angstrom level. As examples 
of these results we show in Fig. 2 the experiment in which quantized point contacts 
(QPCs) are formed with control of the nano-wires in the range of some few Angstroms 
manifested in the conductivity plateaus in the units of 2e2/h. 

Furthermore, by pushing the particles just small steps, nominally 1 A, it is possible 
to stabilize the current at a certain conductance plateau level for timescales up to several 
10's of minutes. In this condition, the current is stable and decoupled from environmental 
fluctuations since the mass of the particle is so tiny that gravitational forces are not in 
affect. This method of assembling structures using predefined nanosized object is to 
be seen as a versatile tool for nano-scale contacting and investigation of both inorganic 
and organic nano-objects, e.g. a particle covered with an organic "skin". 
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Abstract. Considering a double-barrier structure formed by a silicon quantum dot covered by 
natural oxide, we derive simple conditions for the conductance of the dot to become a step-like 
function of the number of doping atoms inside the dot, with negligible dependence on the actual 
position of the dopants. The found conditions are feasible in experimentally available structures. 

The fabrication of Si nanostructures became possible through very recently devel- 
oped new technologies [1, 2]. One unique preparation technology for individual silicon 
quantum dots (SQD) has been reported in [2]. They are spherical Si particles with di- 
ameters d in the range 5-12 nm covered by a 1-2 nm-thick natural SiCh film. Metallic 
current terminals made from degenerately doped Si are defined lithographically to touch 
each individual dot from above and from below. 

To ensure metallic electrodes the donor concentration « should be n > «Mott, where 
«Mott = 7.3 x 1017 cm"3. The critical concentration «Mott is defined by the Mott criterion 
[3], introducing the transition to a metallic type of conductivity in a semiconductor at: 

«Bx(«Mott)1/3=0.27 (1) 

where üB nm is the Bohr radius of an electron bound to a donor inside the Si crystal, 
in the case of phosphorus-donors üB = 3 nm [3]. 

As for the doping of the dot, the situation concerning a Mott transition in that small 
dots is much less trivial than the one described by Eq. (1). Let us consider dots 
with diameters d = 10 nm formed from n-doped Si with « = «Mott as an illustrative 
example. Then each dot contains in average one donor. Note that we will consider 
degenerately «+-doped electrodes with « > «Mott which ensures metallic conduction 
up to the borders of the dot. 

Real fabrication technology [2] provides a wafer with hundreds of SQDs on it with 
current leads towards each individual SQD. Dots in average have the same value of mean 
dopant concentration «, which is determined by the parent material of bulk silicon the 
dots are formed from. However, on the level of each individual SQD we will always 
have exactly integer number of doping atoms. If, as in the example above, the average 
number of dopants Ntot = 1 the actual number of donors in the dot can have values 
Mot = 0,1,2,3,..., with values larger than these very unlikely. 

Our objective is to illustrate, that SQDs from the same wafer fall into several distinct 
sets of approximately the same conductance. The typical value of conductance for each 
set is nearly completely determined by the number N of donors present in a certain part 
of a SQD so that N labels each set of SQDs. 

Summarizing the above, we need for a quantization of the conduction through a dot 
with N donors the following conditions: 
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• Size d of the dot comparable with Bohr radius: 2 < d/as < 5. 

• Average doping n of the dot n < d^3, leading to a mean number of dopants Ntot < 
1, so that Mot = 0, 1, 2 are the most probable configurations of an individual SQD. 

• Doping of the electrodes nei > «Mott, so that current leads are perfectly metallic. 
• Dot covered by an oxide layer thick enough to suppress ballistic transport through 

the dot. 

In fact all these condition can be simultaneously satisfied for SQD fabricated with 
the method mentioned above [2]. 

1 Model system 

We use a simple model of a cubic SQD with d > 2aB (we will use d = 10 nm for 
estimates), covered with an oxide layer with thickness 8 = 2 nm, and contacted with 
current terminals from below and from above. The x-axis is oriented from top to bottom 
along the current flow 

A tunneling current is injected into the dot via the oxide barrier from the top (source 
at x = 0) and leaves the dot at the bottom (drain at x = d). Due to the presence of the 
oxide barriers this current is non-ballistic and non-thermal. We assume that the high 
potential barriers associated with the oxide layers are not much affected by the voltage 
and the tunneling charges. We concentrate on what happens between these effective 
source and drain. 

In the case when the dot can be regarded as an insulating system it is reasonable 
to assume that the applied voltage equally drops over the potential barriers and the 
dots. For simplicity we neglect the difference of the dielectric constants of the oxide 
barriers and the dot. In this approximation we can introduce an effective voltage Ve{[ = 
V(d—28)/d = 0.6K describing the part of the total transport voltage V applied between 
effective source and drain which drops across the dot itself 

In this rude approximation we neglect the effect of spatial quantization upon values 
on the ionization energy, the conductivity gap and material parameters of silicon. 

2 Dot without donors 

At Fgff = 0 the Fermi level inside the dot is situated in the middle of the gap, i.e. Eg/2 
bellow the conduction band edge (Eg = 1.14 eV at 300 K). 

As Veg grows, the bottom of the (still empty) conduction band bends down accord- 
ingly. When the conduction band in the dot close to the drain aligns with the Fermi 
level of the emitter we expect a drastic increase in the tunneling current. This threshold 
Fth voltage for VeS is given by Vth = Eg/(2e), regardless of the number Ntot of dopants in 
the dot (as long as the dot is not yet metallic, of course). In the following we therefore 
limit our studies to voltages 

|f/eff|<Fth=V(2e)=0.57V. (2) 

In this voltage range we have a rf-thick barrier (formed by the dot) with always finite 
hight between effective source and drain. The intrinsic concentration of electrons and 
holes at 300 K is 1.4 x 1010 cm"3. Even at this high temperature the probability to have 
at least one intrinsic electron in a dot with size d = 10 nm is only 1.4 x 10-8. So we 
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would expect virtually no current in this mode. This is confirmed by direct electrical 
tests [2] of SQD with the required properties. 

3 Single-donor channel 

Let us now consider one single single donor in the dot located at x with ionization 
energy Ed = 0.045 eV (for P as a donor). 

The evident channel for current flow is single-electron tunneling from the source 
to the empty impurity, and then from populated impurity to the drain. This channel 
opens as soon as Veg reaches a threshold V\ leading to a step-like increase in the total 
conductance of the dot. If the impurity is located near the drain, i.e. d — üB < x < d 
then V\ is given by 

Vi = Ej(2e) -Ed = 0.525 V. (3) 

In contrast, for a impurity located at distances Ax > 2dEd/Eg (that is far) from 
the drain, no additional current channel via a single impurity can be opened at voltages 
low enough voltages defined in (2) where virtually no background current is present. 
In the present case this value Ax = 0.8 nm, which returns us to the above criterion: 
only impurities located in the immediate vicinity (defined within the accuracy üB) of 
the drain contribute to the single-impurity channel. 

The probability to populate an impurity from the source, and then to depopulate 
it towards the drain is directly related to the overlap of the atom-like impurity wave- 
functions with the corresponding contacts leading to a conductance G\ of this current 
channel 

G\ oc exp I j exp I j = exp I j . (4) 
V     CIB) \        ClB    ) \     CIB) 

This shows that in first approximation the conductance of this channel does not 
depend on x. As shown above, a single-impurity channel already only selects impurities 
located within a very narrow range of x close to the drain, Eq. (4) gives an additional 
argument for the independence of this channel conductance G\ on the actual location 
of the impurity inside this thin layer near the drain. 

4 Two-, three-, multi-donor channel 

The above consideration shows, that due to the bend of the bottom of conduction band 
following the transport voltage, there is no chance to notice current flowing through a 
sequential chain of impurities, connecting source and drain. The contribution of such 
a chain will be totally masked by the current flowing directly via the conduction band. 
The only way for multiple impurities to manifest themselves in quantized conductance 
is to form multiple parallel singe-impurity channels situated close enough to the drain 
as considered above. 

Therefore, if N > 1 impurities fall into the thin layer near the drain, we will see a 
switching-on of an iV-fold channel with conductance 

GN = NGi (5) 

at the same threshold voltage V^s =V\= 0.525 V as for a single-donor channels. 
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Discussion 

All the above considerations are only valid as long as the dot itself can be regarded as 
an insulating system. As the number of donors in a SQD grows, the dot becomes a 
metallic particle, and the conduction band edge in the dot aligns with the Fermi level of 
the electrodes. In a very simple estimate we define this transition to a metal when the 
total volume of N donors with an individual volume of 4-7r/3 X a\ exceeds the volume 
of the dot. This is an exaggerated version of the Mott criterion (1) which holds not 
only in bulk, but in a small structure, too. For the analyzed example from above this 
gives Ntot = 8 as a limiting value. The practically interesting set 0, 1, 2, 3,... for both 
Ntot and N considered above is still far bellow this limit. 

Quite a number of other mechanisms of electron transport might take place in this 
system, the main one being resonant tunneling. Surprisingly, even taking into account 
such other mechanisms [4] does not change much the main idea of the present paper. 
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Abstract. This work discusses a range of semiconductor materials, and demonstrates that in 
a II-VI compound semiconductor, the neutral donor binding energy can be enhanced with the 
addition of a quantum well confining potential, to a value greater than kT at room temperature 
and simultaneously greater than the longitundinal optic phonon energy. Thus room temperature 
occupation is a possibility. The application of this nanoscale localisation centre as a single electron 
memory is discussed. 

1    Introduction 

This work is motivated by the question: 'What is the smallest centre of localisation 
that can be used to store a single bit of information?' One possibility is a single 
impurity atom within a host semiconductor. For example, an unoccupied (ionised) 
donor atom could represent a '0' and an occupied (neutral) donor could represent a 
'1'. The fundamental physics that would have to be satisfied to make such a system 
interesting would be to have control over the occupational state of the donor at room 
temperature. This relies on two points: 'Can the electron bound to the donor 
be resistant to ionisation and how can one read/write the information within 
a device?' In the sections below I will show theoretically that shallow hydrogenic 
donors can be engineered to resist ionisation by phonons at room temperature and thus 
exhibit long storage lifetimes. Then the work will move on to consider incorporation 
into contemporary single electron device geometries and possible optical read/write 
techniques using far-infrared lasers currently under development. 

Table 1. LO phonon energies in selected bulk compound semiconductors (LTO mode for Si) 

Material Phonon energy (meV) Material Phonon energy (meV) 
Si 62 InAs 30 

AlAs 50 ZnS 43 
GaP 50 ZnSe 31 
InP 43 ZnTe 26 

GaAs 36 CdTe 21 

Simplistically one might think that the first point can be satisfied by choosing a 
donor and host material with a binding energy Eb larger than kT at room temperature 
(25 meV). In fact the criteria is more stringent than this in that the binding energy must 
be large enough to resist ionisation by common large energy (usually longitundinal optic 
(LO)) phonons. Table 1 gives examples of phonon energies in a selection of group IV, 
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III-V and II-VI. It is clear that the LO phonon energy EL0 is generally smaller in II-VI 
materials and in fact satisfying the criteria of Eb > kT in CdTe will also satisfy Eb > Eh0. 
The neutral donor binding energy in bulk CdTe is less than ELO, however it can easily be 
enhanced by placing the donors in a quantum well [1]. Furthermore very high quality 
CdTe-Cdi_xMnxTe quantum well structures can be grown, with photoluminescence 
linewidths less than 1 meV [2]. 

2   Theoretical methods 

The centres of localisation (or storage) of electrons are proposed to be donor atoms 
in quantum wells. As stated above the quantum well potential is to be utilized in 
order to increase the binding energy of the neutral donor with the aim of storing the 
charge at room temperature and resisting ionisation by phonons. Therefore an accurate 
evaluation of the neutral donor binding energy within a quantum well needs to be 
made. The original variational approach of Hagston et al. [1] is employed. The trial 
wave function is chosen as 

* = X(z)exp(-Q, r" = jx>+? + <?{z-rdy (1) 

where the envelope x(z) is determined by forming the time independent Schrödinger 
equation integrating over the in-plane (x - y) co-ordinates and solving the resulting 
differential equation using a numerical shooting technique [1]. 

Recently Roberts et al. [3] have shown that the lowest energy solutions, and therefore 
the most accurate, are indeed obtained by allowing (, to vary the symmetry of the trial 
wave function *. However good approximations are also obtained by setting (, = 1, i.e. 
a spherically symmetric relative motion term, with differences less than 0.1 meV This 
approximation will be made in this work in the interests of reducing the, otherwise, 
considerable computational effort. 

The envelope function approximation on which these theoretical methods are based, 
depends crucially on the quality of the parameterization of the material parameters, in 
particular the band offset, the electron effective mass, and the dielectric constant. The 
first, the band offset, has been deduced through carefully comparison with theory and 
experiment to be around 30% [2]. Hence the conduction band offset as a function of the 
manganese concentration in the barrier is 0.7 x 1587x meV Note that as the effective 
mass is related to the band structure, which itself is a function of the carrier momentum 
k, then the effective mass is also a function of k. In its simplest form this manifests itself 
as 'non-parabolicity' often referred to in calculations of one-dimensional systems, see 
Long et al. [4] and references therein. However in a two-dimensional system such as 
this, the k-space sampling of the bound electron arises from the real-space circular orbit. 
Harrison et al. [5] calculated the electron effective mass for the same material system 
as this but for an electron bound to a heavy-hole in an exciton. This effective mass of 
0.11 mo is employed in this similar system. In addition the work of Harrison et al. also 
deduced the relevant dielectric constant e « 9, which is between the static (10.6) and 
high frequency (7.4) values, by careful comparison of detailed theoretical calculations 
with experimental measurements. It should be noted that the main conclusions of this 
work are not dependent upon the specific values chosen for these material parameters. 
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Fig 1. (a) Neutral donor binding energy and (b) Bohr radius, for donors at the centre of a well, 
as a function of well width. 

3   Results and discussion 

3.1 Maximising the neutral donor binding energy 

For any given material system the neutral donor binding energy within a quantum well 
is a function of three variables, the donor position, the quantum well width and the 
quantum barrier height. Earlier work [1, 3] has already established that the neutral 
donor binding energy is a maximum when the donor is located at the centre of the 
well. Hence only the second and third degrees of freedom need be explored in order 
to maximise the binding energy. Figure 1 (a) displays the magnitude of the binding 
energy as a function of well width, it is clear that it displays a peak of 32.5 meV at 
a well width of 35 Ä. This value is larger than kT at room temperature, though more 
importantly it is considerably larger than the bulk LO phonon energy of 21 meV, hence 
it will be resistant to ionisation by phonon scattering. Assuming a simple Bohr atomic 
model would imply that the first excited state of the donor is 1/4 of the ground state 
binding energy, i.e. around 8 meV, further implying that the energy for excitation is 
32.5-8 « 24 meV. Which means that LO phonons could not excite the occupied donor 
at all, which is a very important point as an excited donor could be ionised by a second 
phonon. Fig. 1 (b) displays the corresponding Bohr radii A. It gives an indication of the 
size of the donor 'quantum dot'. The maxima in binding energy corresponds closely 
with the minima in this localisation radius, which would determine the packing density. 

Additional calculations have shown that the binding energy can be enhanced further 
by up to 2 meV with increasing manganese content in the barriers. Though it is 
acknowledged that the material quality tends to decrease for higher alloy concentrations. 

3.2 Incorporation of single donor 'dot' into a device 

There are several ways in which the donor 'quantum dot' could be incorporated into 
existing single electron devices. For example, it could be used to replace the quantum 
dot 'floating gate' used in single electron MOS memory, recently demonstrated at room 
temperature [6]. In this device charge stored on a floating gate, which is varied by a 
control gate, affects the threshold voltage of a transistor, thus allowing the information 
to be read. Similiarly a 'donor dot' whose occupancy is controlled by a side gate could 
be utilized as a source for the 'Coloumb blockade' of single electron transport from a 
source to a drain. 
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Perhaps more long term, the donors could be the building block of an optical 
read/write memory system. Information could be written on a fully occupied Mayer 
by selective ionisation with a laser tuned to the donor binding energy, with the ionised 
carriers swept away by a static electric field. The information is then represented by the 
occupancy state of single (or perhaps groups of) donors. It could be read by a lower 
energy laser tuned to the excitation from the ground state to the first excited state. Light 
falling on a region of ionised donors would be transmitted, regions of occupied donors 
would be temporarily excited and disperse the radiation. Research into the required 
terahertz lasers is underway. 

4    Conclusion 

In summary it has been demonstrated that the neutral donor binding energy can be 
enhanced with a quantum well to a level where ionisation can be resisted at room 
temperature. The possible application as a room temperature single electron memory 
has been discussed. 
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Introduction 

The combination of superconductors with semiconductor heterostructures represents a 
new field of investigation in terms of new physics as well as prospects for new super- 
conductive transistors [1-3]. Studies of the proximity effect at semiconductor/supercon- 
ductor (S/Sm) interfaces have demonstrated success in proximity induced supercon- 
ductivity. Decay length £„ « 120 nm and supercurrent at the electrodes spacing as 
large as 0.8 /im has been observed in the InAs layers [4, 5]. 

So far the heterostructures had limited utilization in these investigations [6, 7]. The 
role of heterostructures, however, could be extremely high for several reasons: 

(?) the well-advance technology permits fabrication of the high-quality barriers with 
controllable thickness shape and height; 

(«') the precise control of layer doping and thickness allows fabrication of any design 
multilayer structure for studying the physical processes in the junction; 

(iii) the available technology provides the possibilities to fabricate the ohmic con- 
tacts to the edges of the 2D-gas layers with the interfaces having controllable trans- 
parency [8, 9]. 

On the other hand, the heterostructures introduce new physical features to the phys- 
ical properties of the structures (geometrical resonances, resonant tunneling, quantum 
noise, mesoscopic effects, etc.). This opens a new field of investigation of supercon- 
ducting current transfer through the structures and offers unique opportunities for de- 
velopment of the novel three-terminal devices. 

The results obtained now, however do not look promising. The level of gate (input) 
voltages necessary for the switching the devices from superconducting to the highly 
resistive state Vg « (1-^3) V several orders of magnitude lager compare to the output 
(or controlled) voltage Vout « (l-s-3) mV of the realized now three terminal devices 
[2-7]. To make these transistors operable, one must find a way to strongly increase the 
device transconductance and reduce Vg/V0llt ratio. 

The goal of this paper is to estimate theoretically the possibility of the enhancement 
employing the idea of geometrical resonances in the specially designed novel three- 
terminal Josephson devices. 

The base 

Practically in all realization of the three terminal Josephson devices the variable thickness 
bridge geometry has been used. The superconducting banks were deposited on the top 
of the semiconducting interlayer forming the "opening resonator junctions" [4-7]. The 
only possible way of the reduction the Vg/Vout ratio in these devices is the decreasing 
the density of the carriers n in semiconductor interlayer. Unfortunately, this immediately 
results in suppression of the decay length £„ oc n1!1 in semiconductor as well as the 
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transparency of the interfaces and provides serious difficulties in fabrication of the 
junctions. It seemed that the decision could be found by using 2D-gas as the interlayer 
material [3-5]. High mobility of the carriers permits to reduce the electron density n 
on several order of magnitude (from 1019 to 1012 cm"3) on retention of the reasonable 
values of the decay length £„ « 100 nm. But even in this case, however, the gate voltage 
does not change considerably being on the level of several volts. 

The analysis of the mode of operation of the three-terminal semiconducting field 
effect transistors [10-12] has shown that there are two kinds of the 2D-gas devices. The 
first of them based on the depletion of the 2D-gas in the conductive channel by the 
gate voltage and really needs Vg « (1^-3) V for the operation. In the second types 
(lateral 2D-gas devices [11, 12]) the advantage of the quantization the energy levels of 
the carriers in the potential wells forming in 2D-gas by applying a constant voltages V\ 
and V2 on a split gate has been used. In this case it has been shown that it is enough 
to vary the difference V\ — V2 in the scale 10 mV to rearrange the energy levels in the 
potential well and, hence, to control the Vout. 

On the other hand it was experimentally confirmed [1] that it is possible to fabricate 
clean SSmS Josephson junctions which properties control by the geometrical resonances. 
Its physics does not differ from the one of the lateral 2D devices. Two naturally 
formed small transparent S/Sm boundaries at the edges of 2D-gas formed the Fabri- 
Perot resonator for the carriers. So the variation the electrode spacing on a few percent 
results in several orders of magnitude changing of the absolute values both critical 
current and normal junction resistance. 

The combination of these experimental facts provides the possibility of the reliable 
reduction of the Vg/ Voat ratio in field effect devices to a reasonable level. 

Novel field effect Josephson device 

The proposed structure consists of two superconducting banks separated by the semi- 
conductor heterostructure with the 2D-gas layer. The interfaces between the banks and 
the edges of the 2D-gas form the Fabri-Perot resonator. To control the current across 
device it is enough slightly change by the gate voltage the de Brogue wavelength XDB 

of the carriers and breaking down the resonance condition d = n\DB. Here d is the 
electrode spacing. 

To simplify the mathematical problems of analyzing the resonances in the structure 
we will assume that the rigid boundary conditions take place at the S/Sm boundaries 
and that the geometrical sizes of the gate electrode is large enough so that applied to 
2D-gas gate electric field is space uniform and the dependence of Fermi momentum of 
2D-gas electrons p„ on the gate voltage has the simplest form: 

p„ = ^2m(EF-eVg), (1) 

where EF is 2D-gas Fermi energy. We will also assume that the condition of clean limit 
is fulfilled in the 2D-gas interlayer and that the transparency of the S/Sm interfaces 
depends both on the difference of Fermi velocities of the metals and on the transparency 
of (^-functional barriers with the strengths W\ and W2 located on left and right interfaces 
correspondingly. 

Under the conditions formulated above starting from Gor'kov equations and making 
use of the approach developed in [1] one can arrived at the following expressions for 
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the supercurrent Is and normal resistance R„ of the junction 
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2m W7] 2 

Here a> = -KT(2H + 1) are Matsubara frequencies, A and <p are modulus and phase 
difference of the order parameters of the superconducting electrodes, vs;„ and ps;„ are 
Fermi velocities and Fermi momentums of superconductor and 2D-gas correspondingly, 
S is cross-section of the junction. 

Taking into account that in practically interesting interval of the gate voltage Vg <C 
Ef/e 

dp„ I        m ^     e 

dv%      ~y 2(£F - eV%) 
we have found that the voltage gain of the device equals to 

d{lcR„) 
G 

dVe 

e „     dir „  «Ä„ 
(4) 

where Ic and i?„ determined by equations (2)-(3). Estimate from (2)-(3) by numerical 
calculation the optimal values of the derivatives in (4) for typical values of the parameters 
v„ « 3 x 105m/c, 7 « 0.2, S « 10"14m2, />„/v„ « l(T2me and T/Tc = 0.25 we arrived 
at G « 0.4. 

This value is three order of magnitude larger compare to achieved up to now in 
traditional Josephson field effect transistors, but still less than unity.   Thus we can 
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conclude that the proposed structure can be effectively used in turnable SQUIDs or 
other devices for adjustment the optimal working points, but not as an amplifier or 
logic circuits where it is necessary to have the gain larger than one. 

This work was supported by Russian Scientific Program Physics of Solid State Nanos- 
tractures and Russian Fond for Fundamental Research. 
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1 Introducion 

In development of nanoscale electronic devices, such as nanoelectronic digital circuits, 
the single electron tunneling effects and quantum size effects in isolated conducting 
nanoparticles are of principal importance. Each of these effects can be detected when 
charging energy and/or electronic level separation exceed the thermal energy kBT. Phe 
manifestation of both effects correlates as a rule with decrease in nanoparticle size. 
Relevant effects were observed at room temperature in the tunneling current-voltage 
characteristics in a number of molecular and nanoparticle systems [l]-[8]. Phe principal 
point in these studies is the complete characterization of formed structures because 
random variations of the nanoparticle size and/or shape can lead to unpredictable and 
nonreproducible changes in the parameters of tunnel system. 

Scanning tunneling microscopy (SPM) allows to visualize the molecular nanostruc- 
tures and to study redox processes in single molecules. Phe molecular structure of 
samples for investigations of single nanoparticles by this technique has to be monolayer 
on the conducting substrate. 

We have proposed the approach based on the use of mixed monolayer Langmuir- 
Blodgett (LB) films consisted of inert amphiphyle molecular matrix and guest cluster 
molecules to create the reproducible stable planar nanostructures with various systems 
of electron tunnel junctions. 

In present work the various supramolecular nanostructures based on the multicom- 
ponent LB films of stearic acid (SA) and a number of incorporated clusters have been 
studied by means of SPM technique at room temperature. All clusters were chemi- 
cally synthesized and hence had atomically equal structure and reproducible properties. 
Mixed monolayers on the water surface have been studied. Phe effects related to sin- 
gle electron tunneling and energy quantization of electrons were observed in formed 
molecular structures. 

2 Experimental 

Phe cluster molecules used: carboran (C2B10H12); metallorganic cluster molecules of 
the close types: Pt4(CO)5[P(C2H5)3]4 — cluster I, Pt5(CO)6[P(C2H5)3]4 — cluster II, 
Pt5(CO)7[P(C6H5)3]4 — cluster III. Metallorganic clusters have metal nucleus sur- 
rounded by organic coating [10]. It provides the stability of cluster structure and tunnel 
barrier with fixed parameters. 

Phe SPM topographic measurements of the monolayer films deposited on a HOPG 
surface were performed using a Nanoscope-I with homemade control unit scanning tun- 
neling microscope. Phe cluster molecules were studied spectroscopically by recording 

245 



246 Single Electron Phenomena and Devices 
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Fig 1. STM topographic images of mixed monolayers of molecular metallorganic clusters 
(a) Pt4(CO)5[P(C2H5)3]4, (b) Pt5(CO)6[P(C2H5)3]4) with stearic acid deposited by Shaefers 
method onto the surface of graphite substrate. T = 300 K. 

tunneling current-bias voltage (I-V) curves in double tunnel junction geometry, where 
cluster is coupled via two tunnel junctions to two macroscopic electrodes (HOPG sub- 
strate and the tip of a STM). The measurement procedure consisted of the obtaining of 
topographic image and then positioning the tip above an isolated cluster molecule for 
the tunneling spectroscopy measurements. 

3   Results and discussion 

Mixed monolayers consisting of SA and clusters I, II and III reveal complex behavior not 
typical for mixed monolayers with immiscible components, where monolayer properties 
are weighted mean of the individual values [11, 12, 13]. 

Fig. 1 shows topographic STM images of different mixed SA/melallorganic clus- 
ter monolayers with characteristic observed structures: a chain of cluster I molecules 
(Fig. la), high ordered two-dimensional array of clusters II (Fig. lb). The single cluster 
molecule and groups of clusters were also observed. Images of mixed carboran/SA 
monolayer (molar ratio 1:20) were similar to shown on Fig. lb. The STM image of 
cluster molecules corresponded qualitatively to the size of molecule known from the 
structural data [10]. 

Spectroscopic results, namely the /-Fand dl/dV characteristics are shown in Fig. 2. 
The curves with steps of variable widths and heights (the typical one is shown in Fig. 2 
(a, b)) were observed only on the organo-metallic clusters, whereas identical smooth 
I-V curves without noticeable particular features (Fig. 2(c)) were obtained everywhere 
else except over the cluster molecules. The I-V curve shown in Fig. 2(c) is character- 
istic for single tunnel junction STM tip-substrate and its super linear course is usual 
for tunnel junctions [14]. All I-V curves obtained on different points of carborane/SA 
monolayer surface (including clusters) were practically identical to one presented in 
Fig. 2(c), resembled those for single tunnel junction and pointed out the close direct 
electronic contact of carborane molecules with the graphite substrate. The same ef- 
fects are known for fullerene molecules deposited onto metallic substrates [8]. The 
conductivity (dl/dV) curve (corresponding to the I-V curve (a) in Fig. 2) is presented 
in Fig. 2(b), and apparently reveals the complex molecular level structure of ionized 
cluster states in processes of DTJ tunneling. This I-V curve is determined by the tun- 
nel junctions parameters, the energy separation of highest occupied molecular orbital 
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Fig 2. STM tunneling current-voltage (I—V) characteristics of mixed monolayer of cluster 
molecules Pt4(CO)s[P(C2H5)3]4 with stearic acid in ratio 1:80 recorded in double tunnel junction 
system STM tip-monolayer-graphite substrate at 300 K: (a) characteristic I—V curve recorded on 
the cluster; (b) tunneling spectroscopic dl/dV curve corresponding to curve (a); (c) typical I—V 
curve recorded on the monolayer surface without metallorganic clusters. 

(HOMO) and the lowest unoccupied molecular orbital (LUMO) and its combination 
with Coulomb single-electron charging effects during tunneling. The I-V picture can 
be complicated also by molecular orbital anisotropy when tunneling current is corre- 
spondingly dependent on the tip position over the molecule and on the molecular space 
orientation with respect to the substrate surface. To describe quantitatively the course 
of DTJ I-V curve, it is necessary to solve corresponding quantum-mechanical problem 
taking into account foregoing circumstances. 

The curves with steps (the typical one is shown in Fig. 2(a,b)) may be interpreted 
as a result of single-electron tunneling in DTJ system. The size of the cluster is about 1 
nm and the capacitance of the tunnel junctions can be estimated as 0.5 aF (5 • 10-19 F) 
[3]. This value gives the value of Coulomb blockade about 0.5 V which is close to the 
experimental value (Fig. 2(a)).  From the Fig. 2(b) one can see that the steps on the 
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branches of I~Vcurve are close to periodic with the period of about 350 mV. This value 
is consistent with the results of the work [14] in which the period of steps on I—V curve 
of molecular SET transistor on the base of twice larger cluster was approximately twice 
smaller. These facts give evidence that steps on the I-V curves may be due to the single 
electron tunneling effects. 

4    Conclusions 

The approach based on the use of mixed LB films consisted of inert molecular matrix 
and cluster molecules is effective for formation of reproducible, stable, ordered planar 
nanostructures with different systems of electron tunnel junctions. The effects of single 
electron tunneling and/or discrete electronic levels spectrum can be observed and studied 
in such structures at room temperature. 

Acknowledgments 

This work was supported in part by Russian Foundation for Fundamental Researches 
(Grants 96-03-33766a, 97-03-32199a), the Russian Program on the Prospective Tech- 
nologies for Nanoelectronics (Gr. No. 233/78/1-3) and the Russian Program on the 
Physics of Nanostructures (Gr. No. 96-1031). 

References 

[1]  H. Nejoh, Nature, 353 640 (1991). 
[2]   C. Schonenberger, H. van Houten, H. C. Donkersloot, Europhys. Lett. 20 249 (1992). 
[3]  A. A. Zubilov, S. P. Gubin, A. N. Korotkov, A. G. Nikolaev E. S. Soldatov, V. V. Khanin, 

G. B. Khomutov, S. A. Yakovenko, Tech. Phys. Lett. 20 195 (1994). 
[4]  M. Dorogi, J. Gomes, R. Osifchin, R. P. Andres, R Reifenberger, Phys. Rev. B 52 9071 

(1995). 
[5]  C. M. Fischer, M. Burghard, S. Roth, K. V. Klitzing, Europhys. Lett. 28 129 (1994). 
[6]  V. Erokhin, P. Facci, S. Carrara, C. Nicolini, Thin Solid Films 284-285 891 (1996). 
[7]  S. A. Iakovenko, A. S. Trifonov, E. S. Soldatov, V. V. Khanin, S. P. Gubin and G. B. Khomutov, 

Thin Solid Films 284-285 873 (1996). 
[8]  D. Porath, O. Millo, J. Appl. Phys. 81 2241 (1997). 
[9]  E. S. Soldatov, V. V. Khanin, A. S. Trifonov, D. E. Presnov, S. A. Yakovenko, S. P. Gubin, 

V. V. Kolesov and G. B. Khomutov, JETP Lett. 64 556 (1996). 
[10]  N. K Eremenko, E. G. Mednikov, S. S. Kurasov, Adv. in Chem. (Rus.) LIV 671 (1985). 
[11]  G. B. Khomutov, S. A. Yakovenko, E. S. Soldatov, V. V. Khanin, M. D. Nedelcheva, 

T. V. Yurova, Membr. and Cell Biol. 10 665 (1997). 
[12]  G. G. Roberts (ed.), Langmuir-Blodgett Films, NY, London: Plenum Press, 1990, p. 26-27. 
[13]  J. M. Solletti, M. Botreau, F. Sommer, Tran Minh Due, M. R Celio, J.  Vac. Sei. Technol. 

BU 1492 (1996). 
[14]  J. G. Simmons, J. Appl. Phys. 44 237 (1983). 



Ioffc Institute SOPN.Oli 
6th Int. Symp. "Nanostructures: Physics and Technology" 
St Petersburg, Russia, June 22-26, 1998. 

InAs nanoscale islands on Si surface: a new type of quantum dots 
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Abstract. We study epitaxial growth of InAs onSi(lOO) surface using molecular beam epitaxy. 
We found that at moderate arsenic fluxes and substarte tempeartures (470 °C) the growth 
proceeds in Stranski-Krastanow growth mode with formation of mesoscopic dislocated clusters 
on top of the two-dimensional periodically-corrugated InAs wetting layer. At lower temperatures 
(250 °C) a dense array of self-organized nanoscale InAs quantum dots with good size and shape 
uniformity is formed. 

Introduction 

Silicon is a key material in modern semicondiuctor technology. Such advantages of sili- 
con as: high heat conductivity, high stiffness, availability of stable oxide and developed 
technology of cheep large-area dislocation free substrates make this material advanta- 
geous for numerous applications in microelectronics. As opposite, the indirect bandgap 
nature of Si makes it hardly available for applications in optoelectronics, as the prob- 
ability of radiative recombination of nonequilibrium is very low. With the example of 
III-V materials, however, it is well known; that the luminescence efficiency of indirect 
gap material can be dramatically improved by placing of thin layers (quantum well) 
of narrow gap direct gap materials inside the indirect gap matrix (e.g. GaAs layers in 
AlAs). Nonequilibrium carriers are trapped in direct gap regions and the luminescence 
efficiency can be very high, even the relative total thickness of the narrow gap material 
is small. However, the quantum well (QW) needs to be thick enough not to let the size 
quantization effect to increase the bandgap of the direct gap insertion above the bandgap 
of the indirect gap matrix. As the lattice constants for narrow gap III-V compounds 
and Si differ significantly, formation of thick-enough narrow gap III-V layers without 
creation of dislocations is not possible. On the other hand, again, from III-V heteroepi- 
taxial growth experience, it is well known that the effect of spontaneous formation of 
nanoscale strained islands in lattice mismatched epitaxy can be applied for fabrication 
of coherent quantum dots (QDs) with small bandgap energies and, simultaneously, high 
luminescence efficiencies. We proposed to use the similar approach for fabrication of 
coherent narrow gap III-V quantum dots to realize high luminescence efficiency in 
silicon to develop a principally new approach for integration of opto- and microelec- 
tronic devices using the same silicon host material [1]. The possibility of fabrication 
of III-V quantum dots on silicon surface using this approach; however, is not evident. 
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The heteroepitaxial InAs-Si system is characterised by a very high lattice mismatch (ap- 
proximately 10 percents). Here we show that under specific growth conditions InAs 
QDs, satisfying the necessary size requirements (essentially 3D with lateral size above 
12 nm) can be fabricated on Si (100) surface. 

1 Experimental 

The growth experiments were carried out using EP1203 MBE machine (Russia) on 
exactly oriented Si(100) substrates, either semi-insulaing or having n-type conductivity. 
The Si(100) surface preparation is performed in a way similar to described in [2]. The 
substrates were mounted on a Mo substrate holder using an indium melt. Thermal 
desorption of the silicon native oxide layer was performed at substrate temperature of 
820 °C in 15 min. After this procedure a well resolved (2x1) surface reconstruc- 
tion typical for cleaved Si(100) surface has been observed. After this the substrate 
temperature was smoothly decreased to the desired experimental value and the InAs 
deposition was initiated in a conventional MBE mode. The InAs deposition rate was 
0.1 monolayers per second. After the deposition of the desired average thickness of 
the InAs on Si surface, the sample was immediately quenched to the room temperature 
and removed from the growth chamber. Pieces for STM studies were then covered with 
silicon vacuum oil immediately after exposure to atmosphere. 

For in situ control of the surface morphology before and during growth, calibration 
of the growth rate and the III-V flux ratio, reflection high energy electron diffraction 
(RHEED) system composed of high sensitivity video camera, video tape recorder and 
PC computer interconnected via specially-designed interface has been used [3]. Surface 
morphology was also studied ex situ in different scanning probe microscopy setups. 
For scanning tunnelling microscopy (STM), we used the samples covered with oil to 
prevent the surface oxide layer formation affecting reliability of STM measurements. 
The atomic force microscopy (AFM) measurements have been carried out in ambient 
pressure using uncovered samples. 

2 Results and discussion 

In case of the InAs-Si(lOO) deposition at moderate arsenic fluxe (1 • 10-6 torr) and 
substrate temperature of 470 °C, the RHEED pattern remained streaky up to deposition 
of 60 MLs of InAs. A transition from (2 x 1) to (3 x 1) surface reconstruction has 
been observed. STM images of the surface of the sample grown in these conditions 
are presented in Fig. 1 and Fig. 2 (n-type substrate). One can see that mesoscopic 
InAs clusters having a 400 nm lateral size (Fig. 1) are clearly revealed in the image. In 
between of the clusters one can resolve weak corrugation of the reamaining InAs wetting 
layer with a characteristic period of about 25 nm (see Fig. 2). AFM measurements of 
the sample grown in similar conditions, but on semiinsulating substrate revealed similar 
morphology. The results for this temperature range can be interpreted as follows, after 
formation of InAs coherent wetting layer on Si (100) surface, as detected by the change 
in the surface reconstruction, most of the InAs deposited concentrates in well-separated 
mesoscopic dislocated clusters. As the most of the surface remains flat, the RHEED 
measurements denmonstarte 2D diffraction pattern. 

Very different growth scenario occurs when the substrate temperature is reduced 
to 250 °C. In this case RHEED pattern was converted from streaky to spotty after 5.5 
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Fig. 1. STM image of the InAs huge clusters 
on the Si surface (60 ML of InAs, substrate 
temperature 470 °C). Scan area is 2000 nm x 
2000 nm. Sides of the image are parallel to 
[0111 and [Olli directions. 

Fig. 2. STM image of the InAs corrugated 
surface in between the huge islands (60 ML 
of InAs, substrate temperature 470 °C). Scan 
area is 400 nm x 400 nm. Sides of the image 
are parallel to [011] and [011] directions. 

Fig. 3. STM image of the InAs nanoislands on Si surface (6 ML of InAs, substrate temperature 
250 °C). Scan area is 400 nm x 400 nm. Sides of the image are parallel to [011] and [011] 
directions. 

monolayers (MLs) of InAs ware deposited. This transition indicates formation of three- 
dimensional islands. No further InAs deposition was performed in this case. STM image 
of the surface arrangement formed at 250 °C is shown in Fig. 3. On can conclude that 
InAs forms a remarkably dense array of uniform nanoscale islands (quantum dots) with 
good size and shape uniformity. For higher magnifications a well resolved crystalline 
shape of anysotropic QDs can be revealed. Cross-sectional analysis of the image gives 
the lateral size of the QD about 12 nm in one directions and 20 nm in the other, while 
the height of the QD is about 4 nm. The surface density of QDs is 5 • 1011 cm"2. 

Considerable difference between surface morphology at 470 °C and 250 °C can 
be explained by a change in surface energetics with change in substrate temperature, 
as reported also for InAs growth on GasAs, but for change in arsenic flux. At low 
temperatures the total surface energy of the island is smaller than that of the underlying 
wetting layer due to the strain-induced renormalization of the surface energy [4]. At high 
temperatures, the total surface energy of the island is higher than that of the underlying 
wetting layer making island making ripening process energetically favourable. We note 
that at similar growth conditions no ripening is revealed for InAs islands formed on 
InAs wetting layer on GaAs(100) surface.  Thus a higher diffusion coefficient for In 
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adatoms at higher substrate temperature does not necessarily leads to formation of 
mesoscopic clusters, and the energy benefit for ripening must be present as pointed in 
[4]. The Ostwald ripening process is kinetically controlled finally resulting in formation 
of large dislocated islands. Resulting surface topography thus contains mesoscopic 
islands and a corrugated wetting layer between them. Such a behaviour is typical 
for many heterosystems undergoing the Ostwald ripening and has been theoretically 
described in [5]. At lower temperatures an equilibrium array of islands is formed similar 
to the InAs-GaAs(lOO) growth [6], however in a much wider temperature range. Change 
from one mechanism to another may be related to a change in surface reconstruction 
either of the wetting layer or of the facets of the islands. 

The characteristic time for formation of InAs nanoislands when crytical thickness 
(5.5 MLs) is of the order of 1 s for growth rate of 0.1 ML/s. Such a sharp 2D-3D tran- 
sition has been previously observed in several semiconductor heteroepitaxial systems, 
in particular InAs/GaAs [6], Ge/Si [7] and theoretically considered using microscopic 
kinetic approach in [8]. 

To conclude, we proposed and denmonstrated a possibility to form InAs quantum 
dots of requested for optoelectronic applications size on Si surface using molecular 
beam epitaxy. Self organized formation of dense arrays of nanoislands uniform in size 
and in shape is demonstrated. The next step will be to cover InAs QDs with silicon 
and investigate their optical properties. 
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Recent breakthroughs in quantum wire- and quantum dot fabrication rely considerably 
on effects of spontaneous formation of ordered nanostructures [1,2]. Multi-sheet arrays 
of 3D or 2D islands are distinct from other types of nanostructures since the formation 
of such an array is governed by both equilibrium ordering and kinetic-controlled 
ordering. If the deposition of the first sheet of islands of material 2 on a material 1 
is followed by a growth interruption, islands of an equilibrium periodic structure are 
formed [3,4]. If the islands are regrown by material 1, and material 2 is again deposited, 
a new growth mode occurs. For typical growth temperatures and growth rates, the 
structure of the buried islands of the first sheet does not change during the deposition 
of the second sheet. The second sheet of islands grows in the strain field created by 
the buried islands of the first sheet. And the structure of the second sheet reaches 
the equilibrium under the constraint of the fixed structure of the buried islands of 
the first sheet. 

A remarkable feature of multi-sheet arrays of 3D islands is that the buried islands 
in successive sheets are spatially correlated. At the surface, new islands were observed 
to be formed directly above buried islands [5-7]. The existing theory explaining well 
the correlation accounts the strain created by buried islands and shows that energeti- 
cally preferred sites for nucleation of islands of the second sheet occur above buried 
islands [6,7]. In [6,7], buried islands were approximated as elastic point defects, and the 
crystal was treated as elastically isotropic medium. 

In seeming contradiction to the above results, very recent experiments on multi- 
sheet arrays of 2D islands of CdSe in ZnSe matrix [8] unambiguously and surprisingly 
revealed vertical anti-correlation between islands in successive sheets. Surface islands 
are formed above the spacings in the sheet of buried islands. 

Here we examine the energetics of multi-sheet arrays of 2D islands and seek the 
equilibrium configuration of the array of surface islands, under the constraint of a fixed 
array of buried islands. The two key inputs of our treatment which make it different 
from those of [6, 7], are as follows, i) We consider 2D islands of 1-2 monolayers height 
where the separation between successive sheets is comparable or even less than the 
lateral size of the islands, and we take into account their exact shape, ii) We take into 
account the elastic anisotropy of cubic crystals in question. 

Since a single-sheet array of 2D islands can exist both as a ID array of stripes and 
as a 2D array of compact islands (disks) [9], we address both possibilities. To extract 
essential physics, it suffices to examine a double-sheet array comprised of one sheet of 
buried islands and one sheet of surface islands. The total energy of the double-sheet 
array equals, 

-^total = -^surf T" -^boundaries T" ^-^elastic ""•"     elastic ' V ^ / 
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Fig 1. Geometry of double-sheet arrays of 2D islands, (a) Each sheet of islands forms a ID 
array of stripes. The cross-section is shown, (b) Each sheet of islands forms a 2D array of 
square-shaped islands. The plan view is plotted. Buried islands are depicted by dashed lines, and 
solid lines are used for surface islands. 

Here iiSurf is the sum of the surface energies of surface islands and of uncovered parts of 
material 1, ^boundaries is the energy of island boundaries, Aise].Jic is the elastic relaxation 
energy of surface (S) islands due to the discontinuity of the intrinsic surface stress tensor 

on island boundaries [3,9], £elastic *s tne elastic energy of the interaction of surface islands 
(S) and of buried islands (B). We focus on the typical experimental situation of an 
equal amount of the deposited material in each deposition cycle. Then each sheet 
of islands alone tends to form the same periodic structure which corresponds to the 
minimum of the sum of the first three terms of Eq.(l). If the interaction between the 
two sheets is neglected, the surface array of islands as a whole can be subject to an 
arbitrary shift in the ry-plane. The strain due to buried islands has the same periodicity 
as the array of surface islands. Therefore the fourth term in Eq.(l) does not change the 
periodicity of the surface structure, and just defines its relative position with respect 

to the array of buried islands (Fig. 1). Since the interaction energy -Elastic is the only 
term in Eq.(l) which depends on the relative shift of the two arrays we focus only on 
this energy term as a function of the shift X0 for ID array of stripes (Fig. la) and of 
the shift (XQ, Y0) for 2D array of compact islands (Fig. lb). 

To evaluate the strain due to buried islands, we refer to the strain due to point 
defects [10]. A point defect located at r is represented by the superposition of three 
mutually perpendicular double forces (by an elastic dipole), and the effective body 
force density is f(r) = a,y\7y5(r — r). A monolayer-thick inclusion in the plane z = z 
with macroscopic lateral dimensions is a 2D array of point defects. It can be described 
by a 2D shape function 6Ä(i"||) which equals 1 inside the inclusion, and 0 otherwise. 
The body force density associated with a 2D inclusion can be obtained by adding 
contributions of single point defects, 

Mr) = j- I d%auS7j <5(r,. ])S(z-z) e*(rl) (2) 

where A0 is unit cell area in the xy plane. Equation (2) is derived under the assumption 
of no mutual influence between the point defects comprising the inclusion. Generally 
speaking, the tensor ciij characterizing the double force density is different for a single 
point defect and for a monolayer-thick inclusion.   A substitutional impurity atom in 
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a zinc blend crystal of III-V or II-VI semiconductor has Td site symmetry, and the 
corresponding tensor ciij has the cubic symmetry. On the other hand, if the inclusion 
of equal substitutional impurity atoms is oriented in the (001) plane of the zinc blend 
crystal, has monolayer thickness and infinite lateral dimensions, each atom of the 
inclusion has D2ci symmetry. Therefore, the tensor a,-j characterizing a monolayer- 
thick buried island has a uniaxial symmetry. 

The elastic properties of the surface islands are described by the difference of two- 
dimensional intrinsic surface stress tensors (Araß) of the two materials. The energy of 
the elastic interaction between a periodic array of buried islands and a similar periodic 
array of surface islands is obtained in the form of the sum over the reciprocal lattice 
vectors [11] 

4al  =   ^-QY,\^(k\\)\2^iik\\Ro)(A^ß)a'mK 
kii 

[Va%(k||;z,z')+V^(k||;z,z')]l    o     , (3) 

where Ro is the relative sheet of the two arrays, hB is the thickness of the buried islands, 
Vx = ikx, Vx = —ikx, V,,. = iky, V', = —iky, a, ß=\,2, I, m= 1,2,3. We treat the crystal 

as elastically anisotropic cubic medium and use the static Green's tensor Gu(kf,z, z') 

from [12]. The dependence of Mastic on the separation between the two sheets is 
determined by the behavior of Gu(kfz,zf) as a function of z0. Gu(kfz, z') is a linear 
combination of three exponentials, exp(—askzQ), where three attenuation coefficients as 

are functions of the direction ky in the surface plane [12]. The key point is that, in a cubic 
crystal with a negative parameter of elastic anisotropy, A = (c\\ — en - 2CHA)/CAA < 0, 
which is the fact for all III-V and II-VI cubic semiconductors, two of the three as are 
complex conjugate. Complex attenuation coefficients a imply that the static analogues 
of Rayleigh waves exhibit not purely an exponential decay but an oscillatory one. 
This phenomenon is known for surface acoustic waves which are generalized Rayleigh 
waves in elastically anisotropic crystals [13]. Complex attenuation coefficients lead to 
the conclusion that the elastic interaction between successive sheets of islands exhibits 
an oscillatory decay with the separation between sheets. 

The interaction energy (3) has been evaluated for double-sheet arrays of stripes 
and for double-sheet arrays of square islands. For the separation between the two 
sheets, z0 < 0.5A) where DQ is the lateral period, the difference between the value of 

^"elastic f°r the most favorable relative arrangement, and the one for the most unfavorable 
arrangement, is of the order of 0.1 meV/Ä2. This is the same order of magnitude as a 
typical energy of a single sheet of surface islands [9]. This comparison confirms that 
the elastic interaction between the two sheets of islands can indeed result in vertical 
correlation or anti-correlation between the two sheets. 

The phase diagram of Fig. 2b shows that the favorable relative arrangement of the 
two sheets of islands alternates from vertical correlation to anti-correlation, some 
intermediate arrangements being possible for small spacing z0. The separation corre- 
sponding to the transition from correlation to anti-correlation depends dramatically 
on the anisotropy parameter PB = azz/axx of the double force density character- 
izing buried islands. Our results are in agreement with existing experimental data on 
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(a) 

Fig 2. The phase diagram of a double-sheet array of square-shaped islands, (a) The relative shift 
(X0, Jb) is defined by the projection of the center of a surface island onto the superlattice formed 
by the buried islands. Seven types of the symmetry are labeled according to [14]. (b) The phase 
diagram for the surface coverage 0.35. P8 is the anisotropy of the double force density of buried 
islands, z0 is the separation between the two sheets of islands, and D is the period. 

anti-correlations in multi-sheet arrays of 2D islands [8]. 
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There exists a strong interest in direct techniques for fabrication of semiconductor struc- 
tures with reduced dimensionallity: quantum wires and quantum dots (QDs). Currently 
the most developed technique to create QDs is related to self-organized formation of 
uniform three-dimensional islands at crystal surfaces in Stranski-Krastanow growth [1-4]. 
Alternative approach for nanostructure fabrication represents spontaneous phase sepa- 
ration in semiconductor alloys [see e.g. 5]. Recently, it was found that strained InGaAs 
layers grown by Metal-Organic Vapor Phase Epitaxy (MOVPE) in a GaAs matrix also 
exhibit lateral compositional modulations [6]. The luminescence properties of these 
structures, however, are similar to those in quantum wells, except of some peculiarities 
in luminescence polarization and lasing. In this paper we show, that spontaneous phase 
separation effects are much more pronounced in case of strained InGaAlAs layers in 
an AlGaAs matrix and result in formation of QDs demonstrating very large localization 
energies. 

Structures investigated in this work were grown by molecular beam epitaxy (MBE) 
or MOVPE technologies on the GaAs (001) semiinsulating substrates. MOVPE struc- 
ture comprised of a 1 /zm-thick Gao.5Alo.5As buffer, an active layer and a 0.15 /zm-thick 
Gao.5Alo.5As cap layers. Active layer represented single 10 nm Ino.12Aso.63Alo.25As layer 
confined by 0.3 /xm-thick Gao.75Alo.25As layers on both sides. MBE structure comprised 
of a 0.05 /im Gao.35Alo.65As buffer, an active layer, and a 0.05 /im Gao.35Alo.65As cap 
layers. Active region was similar to the MOVPE case except the average In concentra- 
tion was 10%. Both structures had 10 nm GaAs cap layers to prevent oxidation of Al 
containing layers. The growth temperature for the active region was in the both cases 
500° C. 

Low temperature photoluminescence (PL) spectra at different excitation densities 
of the MBE structure is presented on the Fig. 1. At low excitation density one can 
see three peaks in the energy range (1.1-1.55 eV) significantly shifted towards longer 
wavelength as expected for peak energy for uniform 10 nm-thick Ino.12Aso.63Alo.25As 
layer (see the QW transition energy marked by arrow). As the structure can be observed 
only for the case of InGaAlAs layers, one can conclude that these peaks are due to In- 
rich domains formed by phase separation effects during alloy growth. Multi peaks 
character of the emission spectrum can be explained by coexistence of domains having 
different size or composition QDs by sizes. Increase in the excitation density results in 
appearance of PL lines at energies corresponding to transitions in the uniform 10 nm- 
thick Ino.12Aso.63Alo.25As layer (1.76 eV) and in GaAlAs barrier (1.86 eV), respectively. 
At very high excitation level the PL peaks from QDs saturate due to finite density of 
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Fig 1. PL spectra for MBE structure measured at 17 K at different excitation level (a) 1 MW/cm2, 
(b) 200 W/cm2, (c) 50 mW/cm2). 
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Fig 2. Temperature dependencies of integrated PL intensity for three different QD. Excitation 
density is 200 W/cm2. 

In-rich domains and the QW and the GaAlAs barrier luminescence become dominant. 
Temperature dependencies of integrated intensities of different QDs lines are presented 
in Fig. 2. At temperatures higher than 150 K there occurs efficient carrier redistribution 
between different types of the QDs. It shows significant hopping of carriers between 
different types of QDs at elevated temperatures. 
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Fig 3. TEM image of MBE structure imaged under the strong beam condition. Note formation 
of elongated compositional domains. 

Figure 3 shows a bright-field (200) plan-view transmission electron microscopy 
(TEM) image of the MBE structure. One can see QDs having characteristic lateral 
sizes 15 nm by 7 nm and prolonging in the [110] direction. Density of these QDs 
is about 2 x 10n cm2. TEM investigations of the MOVPE structure show formation 
of QDs with lateral sizes less than 10 nm, the contrast modulation is weaker and the 
dots have symmetric shape. Density of QDs in this case is about 1011 cm2. In PL 
spectra these dots result in appearance of a broad line placed at lower energies (1.40- 
1.63 eV) than the QW transition energy (1.665 eV). This agrees with smaller size and 
In composition as compared to MBE case. 

To conclude, we demonstrate that InGaAlAs layers with very low average indium 
composition effectively decompose to In-rich nanoscale domains during epitaxial growth. 
The resulting quantum dots have significant localization energies as follows from tem- 
perature dependencies of the corresponding PL lines. 

This work is supported by the Volkswagen Foundation and RFBR. 
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Abstract. Performing Reflectance Anisotropy Spectroscopy (RAS) measurements during GaAs 
cap-layer growth on InAs quantum dots (QD) Indium segregation effects were monitored in-situ. 
Segregation during growth was found to be enhanced for elevated growth temperatures (775 K) 
and low cap-layer growth rates. A later intermixing of the islands with the GaAs cap-layer was 
observed during post-growth thermal annealing. For thin caps (10 nm) the RAS spectra became 
more and more InAs-like (2 x 4-like) while for 20 nm GaAs-cap-layers a smoothening of the 
surface but no indium related structure was found. 

Introduction 

The real-time monitoring of quantum dot (QD) formation in Stranski-Krastanov growth 
mode by Reflectance Anisotropy Spectroscopy (RAS) in MOVPE allows the determi- 
nation of the growth mode transition from 2D to 3D-growth and the later development 
of uncovered InAs islands [1]. The effect of surface segregation during GaAs cap-layer 
growth on top of the islands and later intermixing of the islands with the surround- 
ing material are the topics of this study. Temperature dependent indium segregation 
effects during GaAs cap-layer growth and post-growth annealing have been monitored 
already for MBE growth of InGaAs-quantum wells [2], [3] and via TEM also for InAs- 
QDs [4]. STM studies of uncovered InGaAs islands showed that the top of the islands 
contains only InAs [5]. For postgrowth thermal annealing of covered InGaAs-QDs a 
strong blue-shift in Photoluminescence was observed, indicating an intermixing of the 
InGaAs layer with the surrounding GaAs [6] The suppression of indium segregation 
during cap-layer growth and subsequent intermixing are the remaining challenges for a 
routinely InAs-QD-based laser production, where elevated temperatures for the growth 
of the aluminium containing mirrors are necessary. We investigated the influence of dif- 
ferent growth conditions (temperature, growth rate and total pressure) on segregation 
and intermixing with the GaAs cap during MOVPE growth by optical in-situ mea- 
surements. Post-growth annealing of samples with different cap-layer thickness, which 
showed no segregation effects during growth, allowed us to determine the minimum 
cap-layer thickness for a complete coverage of the islands. 

1    Experiment 

All measurements were performed in a low-pressure, horizontal MOVPE reactor. The 
RAS set-up [7] was attached to the MOVPE reactor via a purged, low-strain quartz 
window on top of the reactor. We were able to obtain spectra for photon energies ranging 
from 1.5 eV to 5.5 eV and to perform time-resolved measurements with a resolution 
better than 1 s. The shortest time for measuring one spectrum at a reasonable signal- 
to-noise ratio was 5 min. 
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2   In-segregation effects during cap-layer growth 

In a first series of experiments the whole deposition sequence (2ML InAs/ GaAs, 5 s 
growth interruption and GaAs-cap-layer growth) is monitored at the As-dimer related 
energy of 2.6 eV. This was done for different growth temperatures. The transient mea- 
surements for 750 K and 775 K are given in Fig. 1. 

Immediately after starting the InAs-deposition the reconstruction changes from 
c(4x4) for GaAs via (1x3) towards (2x4) for InAs and this causes a strong sig- 
nal change in RAS [8]. When the growth mode transition takes place, the RAS-signal 
reduces, caused by a thickness reduction of the 2-dimensional InAs-wetting-layer. The 
islands themselves do not have any influence on the RAS-signal as long as they are 
small and isotropic. The overgrowth of the InAs islands with GaAs should lead to an 
As-rich c(4x4) reconstructed surface again, causing a reduction of the RAS-signal. For 
the lower growth temperature of 750 K this is really the case, but for T = 775 K a 
strong increase of the RAS signal with the onset of GaAs overgrowth was found. Since 
at 2.6 eV RAS is sensitive to the As-coverage of the surface [9] and the thickness of the 
growing In(Ga)As [10], this increase can be interpreted by a more In-rich conditions 
during GaAs-growth due to In-segregation. 

The influence of the cap-layer thickness on the development of the surface after 
stopping the GaAs deposition is also shown in Fig. 1. Transients were taken for a 
nominal deposition of lOnm and a 20 nm GaAs. The growth rate was determined 
by RAS oscillations on GaAs before.  At 775K a GaAs layer of nominally lOnm is 
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Fig 1. Time resolved RAS measurements during InAs-QD deposition and cap-layer growth for 
different growth temperatures. 
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obviously not sufficient to overgrow the islanded surface. After stopping the deposition 
the RAS transient shows an increase again, indicating that the surface still contains 
islanded material that is now rearranging at the surface. Ex-situ AFM measurements 
still showed islands at the surface for a lOnm thick GaAs cap-layer. For the 20 nm 
deposition at 775 K this effect in RAS was not found, indicating that 20 nm are sufficient 
to cover the islands completely. In AFM a smooth surface was observed. The different 
slope in the RAS transients during GaAs overgrowth at 775 K might be attributed to 
a slightly reduced GaAs growth rate in the lOnm experiment or might be caused by 
a different roughness of the initial GaAs-surface leading to a different island density. 
For the lower growth temperature of 750 K, no In-segregation effects during cap-layer 
growth were monitored. In this case even lOnm of GaAs seem to be enough to cover 
the surface. But the starting RAS level for GaAs is not reached again even for 20 nm 
GaAs. This might be caused by a very rough surface after the whole deposition process 
due to the low growth temperature for GaAs. In AFM islands up to 6 nm height were 
found. 

3    Post growth annealing of InAs-QDs with different cap-layers 

In the second experiment InAs QDs were annealed after growth as long a changes 
of the surface stoichiometry indicated by changes in the RAS signal around 2.6 eV, 
were found. Two monolayers InAs deposited at 750 K (no segregation during growth) 
were covered by GaAs at 750 K. The samples were prepared with varying cap-layer 
thickness (10 nm and 20 nm). In Fig. 2 the results of the annealing procedure after 
growth at deposition temperature are given. Fig. 2a shows the spectra before and after 
QD deposition with no GaAs cap-layer for reference. The InAs QD spectrum is typical 
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Fig 2. RAS spectra of uncovered, partly covered and completely covered InAs QDs and their 
evolution during annealing at 750 K. 
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for an InAs deposition slightly above the critical layer thickness. If there were clusters 
at the surface they would cause an additional structure in the high energy range of the 
RAS spectra [1]. For a QD deposition covered by 10nm GaAs the RAS spectra after 
deposition show a c(4x4) reconstructed surface again, but the minimum at 2.6 eV is not 
as steep as it was before QD growth (see also Fig. 2a). Taking spectra every 5 minutes 
after the deposition a continuous change of the surface towards a more In-rich 2x4-like 
reconstructed surface was found. STM investigations of uncovered InGaAs islands have 
shown that the topmost layer of flat islands is containing only InAs [5]. We believe that 
the In-content in the uppermost layers is increasing during annealing due to segregation 
of indium atoms from the only partly covered islands to the top. For a GaAs cap of 
20 nm this effect could not be observed. In contrast, here the surface seems to become 
smoother by annealing, indicated by a sharpening of the minimum at 2.6 eV, typical for 
a well ordered c(4x4) reconstruction. AFM measurements indeed showed a smooth 
surface. 

4    Summary 

By RAS measurements during GaAs cap-layer growth on InAs quantum dots (QD) 
indium segregation effects were observed in real-time. Segregation during growth was 
found to be enhanced for elevated growth temperatures. Post-growth annealing of sam- 
ples at growth temperature resulted in an intermixing of the islands with the cap-layer 
material. The effect of intermixing on the surface stoichiometry is strongly dependent 
on the cap-layer thickness. For thin caps (10 nm) the RAS spectra became more and 
more InAs-like, indicating an In emichement of the surface. For 20 nm GaAs cap-layers 
no indium related structure could be observed and annealing led to a smoothening of 
the c(4x4) GaAs surface. 
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Abstract. The modified three parameter phenomenological model of the energetics of the 
carbon cluster growth is applied to the pure carbon nanocluster formation process as well as to 
the formation of clusters with the passivated bonds. The results in these two cases are distinct in 
principle. The closed spherical cluster with no dangling bonds is always energetically favourable 
in the original model. While the relative instability region of spheres in respect with the tubes 
(and moreover, with the planar graphite) opens at some critical bond softening (the analytical 
formulas are presented). 

1   Three-parameter model of carbon-nanoduster energetics 

The simple phenomenological three-parameter model for the calculation of the carbon 
nanotube formation energy has been proposed in Ref. [1,2]. In the paper we will mainly 
conform to the initial model which operates with the energy of free dangling bond and 
will discuss what can result from the bond passivation. Let us remind some basis of the 
model. The specific cluster energy comparing with the infinite graphite sheet specific 
energy contains three additional terms (giving 3 phenomenological parameters). The 
possible dangling bond energy, Eb, multiplied by the free perimeter adds the first part of 
total formation energy. Typically, the closed curved cluster has the five-membered-rings 
(5MR) in contrast to the 6MR of the honey-comb graphite lattice. It generates the 
second topological parameter, E5, for spheroidal cluster (more accurately, for cluster 
with finite Gauss curvature). Besides that, the re-hybridization of the electron orbit 
lying on the surface with the curvature increases the specific energy. This additional 
term does not deal with topology but depends on the local geometrical curvature and 
is proportional to some constant, Ec. We determined the parameters in Ref. [1, 2] as 
Eb ~ 2.36 eV, E5 ~ 17.7 eV, Ec ~ 0.9 eY/b2. 

These 3 parameters settle the question of relative stability of a large variety of carbon 
clusters of high symmetry. The parameters can be computed (involving quantum- 
chemical approach) or extracted from experimental data. However, it seems that just 
defining Eb, E5, Ec no further model versatility is possible. We will return to this 
question in Sec.3. 

So far, we able to investigate the relative stability, for example, of the nanotube 
over the planar graphite sheet, or the closed spherical fullerene over other carbon 
nanostructures. It has been shown in [3, 4] that the planar graphite structure becomes 
unstable (because of the only energetical reason) to scrolling into spherical cluster of 
the same number of atoms at the critical cluster size (~ 250 atoms). The smaller planar 
cluster is metastable to scrolling. The same is true for the cylindrical cluster with respect 
to the sphera. Let us consider it more quantitatively. 

The graphite unit cell has an area 3V3/2 in the dimensionless bond length units 
(b2) and it possesses two carbon atoms. Within the model the spherical cluster energy 
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Fig 1. The energy difference SE between the round graphite sheet (which has the minimal 
perimeter and is optimal one) and the spherical cluster - the upper curve - is always positive. The 
energy difference between the optimal tube and the sphere in general looks the same (compare 
Eq. (2) and the difference between Eq. (4) and Eq. (1)). The softening of the bond energy Ei, 
results in the lowering of these curves. At some critical softening the region of stable planar 
clusters opens (the region of the negative SE). 

reads as [1]: 

^sph 
16irEc 

~7T — F 
N   c :N,Er 

1 
(1) 

where we introduce the parameter Ns = 2 x 60(16-7r/3v/3). It arises naturally when 
one considers how much it costs to curve the graphite plane into the spheroidal cluster. 
When number of atoms exceeds the characteristic number Ns ~ 1160 the correction to 
energy from 5MRs becomes relatively insignificant. The energy evidently stills positive 
till the number of atoms becomes less than Num = NSEC/(E$ + 167r/\/3) — 24. That 
means that disregarding the dangling bond energy the carbon prefers to belong to the 
normal graphite plane at N < N\im. Adding the dangling bond energy we change the 
situation drastically, the closed cluster is much more beneficial for any symmetrical 
shape. For example, the energy difference between the graphite sheet and the sphere 
of the same size N is always positive: 

Ec 112irEc Ep\ — E, sph 2^-^.(^-1 *L_3- + HL)       (2) 

where N* = 16TVRI/3V5 ~ 13 atoms and will be discussed later. The result is shown 
in Fig.l (upper curve). 

2   Relative cluster stability: Scrolling into tube 

Let compare the total energy of the sphere and the tube. Before that, we will define the 
"optimal tube". The optimization of the nanotube of the finite height (i.e. with dangling 
bonds on the perimeter) comes from the competition between two terms of the tube 
formation energy: with Eb, Ec (evidently, one needs no 5MR for the cylindrical surface, 
hence no term with E$ occurs). 

It is favourable to decrease the radius in order to diminish the number of dangling 
bonds. This process costs the increasing energy of the larger curvature. So there is 
a minimum of energy for cluster of fixed number of atoms N = 8irRH/3V3.  Such 
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Fig 2. The energy difference between the optimai tube and the round piece changes sign at 
the number of atoms Nt = 27/64iV* ~ 6 (bottom curve). This resuit depends on the bond 
passivation because of when the variabie Et increases the intersection point increases as weii as 
iV* • Eb   , that is shown by the upper curve. 

cluster is called optimal. We will measure all lengths henceforward in the units of b. 
The height and radius of optimal tube H and R, are co-dependent and can be uniquely 
written for a definite number of atoms N: 

Ro 
3Er 

16V3-7T Eb 
W ■■R* , HQ — 2R+ 2R* (3) 

Where we introduced a constant R* = 3EC/Eb having a simple meaning, it is a radius 
of optimal tube which area is equal to the area of sphere of the same radius (note that 
HQ = 2R0 = 2R+).   So the appropriate number of atoms Nsph 

optimal tube energy grows with N moderately as: 
N( opt.t. N*.  The 

E0 = 67Tv3iic (4) 

Hence, comparing with the dangling bond energy of the round piece of graphite ~ EbV 
it is beneficial to scroll it into tube (the graphite sheet of other form is unstable moreover 
because of the larger perimeter). The most favourable tube for such scrolling is the 
optimal tube. The energy difference between the optimal tube and the round piece 
changes sign: 

E0 — Ep\ = 6V2TVEC — 2irREi, = 12irEr (5) 

where the new constant N, = 27/64V* ~ 6 atoms is the maximal size of the beneficial 
plane (see also Fig.2). This consideration shows that indeed the tube has the less energy 
nearly always. 

3   Could planar cluster be stable? 

So far we considered the phenomenological parameters of the model as the experimen- 
tally defined constants. Could one try them as variables having the physical sense? E5, 
Ec depend mainly on the bond hybridization in the carbon network of the cluster cage. 
It is hard to imagine the essential change of these quantities excepting the new chemical 
products, such as: BxNy, Six, CxFy, CXH}, etc.   We supposed to discuss it elsewhere. 
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In contrast, the dangling bond energy Eb is suspected to deviate from the bare carbon 
value in the actual carbon soot formation process. This discussion turns to be extremely 
important when considering, for example, the usual flame products which are formed 
from carbonhydrates rather than the pure carbon blocks. It means that the energy of 
bond break/formation varies. Though it brings one additional parameter into model, the 
last becomes flexible and possesses new physics. 

As a simple example one can evaluate the critical softening (the new parameter £) 
of the bond energy which results in the appearing of the planar graphite sheets stable 
for scrolling in the first time. It occurs when the curve given by Eq.(2) is tangent to the 
abscissa axis. The corresponding number of atoms is (the bottom ot the curve in the 
tangent point) N^ = 3A^nm ~ 72 atoms. The critical softening is given by the following 
formula: 

E5 + 167T/V3   /^     „.7 ,„ 
€pl-sph =        lSnEc       VJVM      °'37' (6) 

so one need at least 2.7 times weaker bounding to have stable for scrolling graphite 
plane piece with a size about 70 atoms (Fig.l). 

It may occur that the softening is strong enough to change the relative stability of 
the optimal tube over the sphere, which becomes unstable to opening into the cylinder 
at number of atoms 4N\im ~ 96. The critical softening in this case has no short formula, 
it is about 0.44. 

Summary 

The three-parameter phenomenological model of the carbon nanocluster formation is 
reconsidered taking into account the possible varying of the dangling bond energy 
parameter. This leads to the significant changes in the relative stability diagram. Namely, 
at some critical bond softening (2-3 times comparing with the pure graphite) the region 
of planar graphite structure stability appears. That is the same as the instability of 
spherical cluster shape at some cluster size nearly about 70-100 atoms. The same 
region corresponds to the optimal tube which is more energetically favourable than the 
sphere. These results are in contrast with the conclusions made within the original 
model [1, 2, 3, 4]. The modified model can be applied to the growth of cluster with 
passivated dangling bonds, for example, for the flame product formation process. 

The work was partially supported by RFBR grant No. 96-02-17926 and No. 98062 of 
"Fullerenes and Atomic Clusters" Programm. 
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Abstract. The results of the self-assembling Stranski-Krastanow growth of InAs quantum dots 
embedded in Ino.53Gao.47As by low pressure MOVPE are presented. The structures were inves- 
tigated by room and liquid nitrogen photoluminescence method. The highest obtained emission 
wavelength of 2.1 /im at room temperature is the longest value for InAs quantum dots reported 
in literature until now. 

Introduction 

The self-organized fabrication of the low dimensional semiconductor structures with co- 
herent nanoscale islands (so called quantum dots) grown in Stranski-Krastanow growth 
mode has been a subject of intensive investigation in the last years. These structures 
have an unique electrophysical properties because of tree-dimensional confinement of 
carriers in the island volume. 

One of the most extensively studied material system is the self-organized InAs islands 
on GaAs substrates. Semiconductor lasers based on InAs and InGaAs active region with 
low threshold current density (100 A/cm2) and high characteristic temperature at room 
temperature (To = 385 K) have been demonstrated [1, 2, 3]. 

However, there are a very few reports on the growth of InAs islands on InP sub- 
strates [4, 5, 6]. This material system might be a promising candidate for fabrication of 
low threshold QD-based lasers operating at the wavelength range of 1.5-2 /im which 
is important for high resolution molecular spectroscopy and atmosphere pollution mon- 
itoring. 

1    Experimental 

In this paper we present the results of self-assembling Stranski-Krastanow growth of 
InAs islands on InP by the low pressure metal organic vapour phase epitaxy (MOVPE). 
The processes were carried out in rectangular horizontal reactor operating at pressure 
of 100 mBar with radio frequency heating of graphite susceptor. The thrimethylgal- 
lium (TMGa), thrimethylindium (TMIn), arsine and phosphine diluted in hydrogen 
were used as sources of elements. The growth temperature was varied in the range 
of 500-600° C. Exactly oriented InP (100) substrates were used. Before the growth 
the substrates were degreased with the boiling organic solvents and then etched with 
K2Cr207:HBr. 

The investigated structures consist of 0.3 /im bottom cladding Ino.53Gao.47As (here- 
after referred as InGaAs) layer followed by the InAs quantum dots (QD) and 0.04 /im of 
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Fig 1. 77 K PL spectra of InAs/InGaAs QDs for two InAs deposition thicknesses. 

upper InGaAs. The growth rate for barriers and QD were 8 Ä/s and 2 A/s, respectively. 
The nominal InAs deposition was varied between 1.5 and 4 monolayers (ML). 

Inspite of the low energy gap difference between our ternary InGaAs barriers 
matched to InP substrate and QD we choose this material combination to avoid the par- 
asitic V group exchange reactions of P-As on interfaces for InP/InAs system [4, 5, 6, 7] 
leading to formation of intermediate ternary InAsP layer [7]. The driving force behind 
forming a such layer comes from low binding energy of P and As. These reactions 
make this system sufficiently complicated and in dependence on growth conditions the 
various photoluminescence (PL) peak positions in the range of 0.9-1.8 /im have been 
obtained [4, 5, 6]. 

Moreover, the unintentional As/P exchange during InAs QDs growth on InP can 
lead to formation of ternary InAsP dots which should have a lower PL wavelength 
as compare to InAs ones. This can complicate of composition control in dots and, 
consequently, the emission wavelength in a such material combination. 

2   Results and discussion 

The room (300 K) as well as liquid nitrogen (77 K) PL measurements were performed 
for investigation of grown samples. As the excitation source we used the 514 nm line 
of argon ion laser. The excitation density was 50 W/cm2. 

The PL spectra of structures grown at 600°C with nominally 2.5 MLs and 4 MLs 
of deposited InAs are shown on Fig. 1. The growth interruption (GI) at interfaces 
were 5s before and after QD deposition in InAs and InP ambient, respectively. GI was 
introduced due to continuous growth can suppress the island formation [8, 9]. The PL 
peak at 1.5 /im arise from the ternary barrier. The broad high intense peaks may be 
attributed to emission from QDs. The splitting of peaks may testify the presence of two 
different size of islands. 

Fig. 2 shows the 77 K PL spectra for samples containing of 4 MLs InAs nominally, 
grown at temperature of 600° C. Curves 1 and 2 with the same growth sequence as in 
the Fig. 1 show that the PL peak position does not depend on V/III ratio in gas phase 
at least in the range of 40 (curve 1) to 320 (curve 2). Curve 3 in Fig. 2 shows the 
substantial narrowing of PL peak due to introducing of long time (120 s) GI in AsH3 
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Fig 2. 77 K PL spectra of InAs/InGaAs QDs different growth conditions. 

500 °C / 600 °C 

■•'    550 °C      '• 

1.5 1.6 1.7 1.8 1.9        2.0 
PL wavelength (um) 

Fig 3. 77 K PL spectra of InAs/InGaAs QDs for different growth temperatures. 

flow before QD growth. This phenomenon may be connected with reorganization of 
lower barrier surface what permitted to grow the more uniform in size QDs. The 
narrowing of PL peaks after thermal annealing of completely grown structures have 
been reported in literature [10]. 

The effect of the growth temperature on the PL spectra transformation is presented 
in Fig. 3 which shows the 77 K spectra of samples with 4 MLs of InAs islands nominally. 
After the bottom InGaAs layer has been grown at the temperature of 600° C the growth 
was interrupted in AsH3 ambient during 120 s to decrease the temperature for QD 
deposition. The upper barrier was grown at the same temperature as QD region after 
5 s of GI in PH3 flow to QD formation. As clearly seen from Fig. 3 the lower the QD 
formation temperature the higher PL peak position. For lower investigated temperature 
of 500°C the peak is centered at 1.91 /im which corresponds 2.1 /im (0.6 eV) at room 
temperature. This value is the highest emission wavelength for InAs dots grown on InP 
substrate. 
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3    Conclusion 

In summary, the self-organized InAs quantum dots embedded in InGaAs have been 
grown by the low pressure MOVPE. Photoluminescense measurements performed at 
room and liquid nitrogen temperature showed that InAs QDs grown in InGaAs matrix 
matched to InP substrate at appropriate growth conditions are a promising candidate 
for optoelectronic devices operated in spectral range of 1.9-2.1 /im. This value is the 
longest emission wavelength for InAs dots reported so far. 

This work was partially supported by the program "Physics of solid state nanostructures" 
(Grant No. 96-2005). 
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Abstract. The paper illustrates application the theory of self-organization to practical problems in 
the physics on nanostructures. Starting from the principles of the theory of self-organization, the 
formation of dissipative structures as found experimentally in annealed highly-boron-doped silicon 
samples is explained. A qualitative "reaction-diffusion" model is developed which reproduces the 
formation of spatially ordered boron clusters distribution in the form of equidistant maxima 
Perspectives of more exact quantitative models describing the extraordinary evolution of boron 
dopant in silicon are discussed. 

Introduction 

This work gives an insight into understanding of the unusual behavior of boron dopant in 
silicon found experimentally beforehand [1-3]. In the experiment [1-3] the boron-doped 
crystalline silicon samples were additionally enriched in boron by ion implantation. The 
implantation led to an approximately 1000 nm-wide oversaturated region containing up 
to 4-^8 • 1020 boron atoms per cm3. The highly doped samples were annealed and the 
resulting depth distributions of the dopant were analyzed by SIMS. After annealing at 
900-1075°C, complicated nonmonotonous boron distributions with several maxima and 
minima of the boron concentration were observed within the implanted oversaturated 
region. The distance between neighbouring maxima (peaks) close to 100 nm was found 
unchanged during the annealing and independent on the width of the implanted region. 
The latter, however, was crucial for the number of the peaks observed. 

Thus, annealing of the boron-enriched silicon leads to a spontaneous spatial ordering 
of the dopant distribution. In this work a physical model is proposed to explain this 
unusual phenomenon. 

1    Self-organization and formation of structures 

In modern usage the spontaneous spatial ordering is known as self-organization and 
formation of dissipative structures [4-6]. From the theory of self-organization it follows 
that the transformation of homogeneous spatial component distributions into inhomoge- 
neous ones can occur in open multicomponent systems of the Reaction-Diffusion type 
including interconversions of the system's components. The simplest mechanism leading 
to formation of spatially ordered structures such as a number of equidistant peaks can be 
conceived as a combination of positive and negative feedbacks (see e.g. [6]), with two 
principal elements being as-called short-range activation (self-maintaining of the peaks 
growth) and long-range inhibition (suppression of new peaks in a neighbourhood of 
one well developed). 

In the present work we take the above fundamental results as a basis for our model 
of the self-organization process in hidhly doped silicon. 
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2   The model and its results 

In refs. [1, 3] diffusion was suggested as the main mechanism of boron redistribution 
in the oversaturated samples, and the formation of the stable equidistant peaks was 
attributed to clusterization of the excess dopant. 

In the present work, from the general principles of the theory of self-organization [4- 
6] it is shown that the spatial ordering of boron requires an active assistance of (at least) 
one further component — mobile crystalline defects. A straightforward one-dimensional 
model is put forward which explains spontaneous formation of the equidistant peaks in 
the boron depth distribution. The model includes diffusion of free boron dopant (/), 
precipitation of the excess boron into immobile clusters p (f -> p), and dissolution of 
the clusters (p —> f) with assistance of the third component — the hypotetic mobile 
defects d. The general form of the model is 

Cf (x> t) = iL {Df^C/ (x>t}) -Qi (Q)+Qi (Q) d_ „  ,     ,        d 
di 

jCp (x, t) = QX (Q) - Q2 (Q) 

—Cd (x, t)=fo [Dd-^Cd (x, t)\ - aiQx (Q) + a2Q2 (Q) - Q3. 

Here x is depth and t is time; Q=fiPid are the component's concentrations; the source 
terms Q\ and Q2 account for the transformations f -> p and p —> f followed by 
generation and annihilation of the defects, respectively; ot\ and a2 are constants; and the 
term g3 allows for the defect sinks. Nonlinear dependencies of the sources Q\ and Q2 on 
the concentrations Cf, Cp and Q provide an appropriate system of feedbacks to describe 
the spontaneous self-organization. The system of feedbacks is such that 1) the boron 
clusters precipitation-dissolution recycling, as a whole, generates the defects, and 2) in 
the presence of the defects the cluster dissolution p —> f slows down. Thus, the defects 
eventually activate clusterization: local clouds of defects in the presence of boron clusters 
act like a pump drawing in the surrounding free boron and making it to precipitate 
into clusters. This results in a self-maintaining growth of large cluster accumulations 
surrounded by a "dead area" where formation of new clusters is suppressed because of 
a lack of the free boron. Large groups of clusters formed too close each to another fall 
into a competition for precipitation and containing of boron. More chances to survive 
has the largest and densest cluster group, as it produces more of defects which suppress 
dissolution. 

Fig. la-d shows an example of numerical modelling of the boron redistribution due to 
the process of self-organization. It can be seen that the initial smooth depth distribution 
of boron displayed in Fig. la spontaneously splits into six peaks. One of these does not 
survive the competition with a stronger neighbour and disappears. Finally, a stationary 
pattern is formed which contains five almost equidistant peaks, as shown in Fig. Id. In 
accordance with the experiment [1-3], positions of the main peaks are almost unchanged 
with time. The distance between the main peaks depends on the diffusion length of 
free boron and defects. From our model calculations a tentative estimate of the defects 
diffusion coefficient was obtained, Dd = 10-14-^10-13 cm2/s. 

We are to emphasize that the model used in our work is one-dimensional, while the 
real system under consideration is three-dimensional, which should be accounted for in 
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Fig 1.  Model depth distributions of boron, C/ + Cp, at various stages of the self-organization, 
(a) an initial model distribution; (d) the final stationary distribution. 

the subsequent sophisticated models. However, from the general theory [6] it can be 
concluded that simple approximate approaches like the present give, as a rule, a good 
qualitative picture of self-organization processes. 

Thus, the simple qualitative "reaction-diffusion" model put forward in this work on 
the basis of the theory of self-organization [4-6] explains the formation of complex 
spatial distribution of boron in highly-doped silicon. The model predicts an important 
role of mobile crystalline defects which are to activate the process of self-organization. 
The model also allows to estimate the diffusion coefficient of the defects. We do not 
specify the proposed defects in this work because this requires additional experimental 
information. New experimental studies of the boron-implanted silicon structure are 
expected to provide solid grounds for more exact quantitative models of self-organization 
of boron clusters in silicon. 
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Spontaneous formation of composition-modulated structures is a common phenomenon 
in III-V and II-VI semiconductor alloys [1]. There exist two distinct possibilities for the 
formation of such a structure. Firstly, equilibrium domain structures can be formed 
in closed systems. This is realized by long-time growth interruption or by post-growth 
annealing. Thermodynamics can be applied to describe equilibrium structures which 
meet the condition of the Helmholtz free energy minimum. Secondly, non-equilibrium 
structures can be formed in open systems. These structures are governed by growth 
kinetics. 

Although most of observed composition-modulated structures in semiconductor al- 
loys correspond to as-grown samples, there is a possibility for the formation of modulated 
structures via annealing. E. g., experiments on non-stoichiometric As-rich GaAs show 
the enhancement of bulk diffusion of As atoms under annealing and the growth of 
nanometer-size As clusters [2]. These data make the problem of equilibrium modulated 
structures in semiconductors, which can be obtained under annealing, to be a problem 
of both experimental and theoretical interest. 

Here we study the thermodynamic stability of an alloy A] _CBCC in the epitaxial film 
against fluctuations of alloy composition. We consider a film on the (001)-substrate of 
a cubic crystal and we focus on the situation where the homogeneous alloy with the 
composition c = c is lattice-matched to the substrate. Both the substrate and the 
epitaxial film are elastically-anisotropic cubic crystals having equal elastic modulus 
tensors. 

The free energy of an inhomogeneous alloy is a sum of the chemical and elastic 
contributions, Finh = Fchem + Eeh where Fchem = J d3rfchem(c(x,y, z)), and 

Fei = 2JJ-&Ä2J dzJ dz'^c*(i" ky'z)B^' k>'>z>Z')M^, ^z') •        (!) 

Here Ac(kx, ky;z) is the Fourier transform of the composition fluctuation Ac(x,y, z) = 
c(x,y, z) - c, z = 0 is the interface plane, z = h is the planar stress-free surface, elastic 
properties of the crystal are described through the kernel Be\(kx, ky; z, z') defined in [3], 
and the gradient energy (~ (Vc)2) [4,5] is omitted, since it is not important for alloy 
decomposition in the film [3]. The problem of finding the equilibrium profile of alloy 
composition consists of two parts. The first part is to find the criterion that the ho- 
mogeneous alloy is absolutely unstable, i.e. unstable against infinitesimal fluctuations 
of composition. The second part is to obtain the final equilibrium structure of the 
decomposing alloy. The first problem was solved in [3], and the criterion of absolute 
instability is 

/d2fchem(c;T)" 
dC2    ,^r<o. (2) 
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Here A™n =min Xo(kx,ky), and \o(kx,ky) is the minimum eigenvalue of the operator 
kx,ky 

Be\ for a given k = (kx,ky). The minimum eigenvalue Xo(kx,ky) is governed by the 
anisotropy of the elastic modulus tensor and is attained for wave vectors along the 
elastically soft direction [100] or [010]. The value A™nis attained asymptotically as 
kh —> oo. Fluctuations of composition corresponding to the "soft mode" are localized 
at the surface z = h and decay away from the surface, 

AcSOft mode(x,y,z\k) ~ exp[-\kx\(h -z)] exp(ikxx) , \kx\h > 1 , ky = 0. (3) 

and similar expression is valid for the "soft mode" with k = (0, ky). At high tempera- 
tures, the left hand side of Eq. (2) is positive for all compositions. The temperature Tc 

and the composition CQ where the l.h.s. of Eq. (2) vanishes for the first time correspond 
to the critical point of alloy instability in the epitaxial film. 

The final structure of decomposing alloy was found numerically in [6], where the 
model regular solution approximation [7] was used for the chemical free energy of an 
alloy. An equilibrium structure was found, but neither the miscibility curve, nor the 
dependence of the period on temperature were obtained in [6]. 

Here, to obtain the final equilibrium structure of the decomposing alloy we focus 
on the vicinity of the critical point, i.e., on T « Tc and c « Co, and use the Ginzburg- 
Landau type of expansion of ^„h- We take the composition fluctuation is a linear 
combination of soft modes of the form of Eq. (3). Since numerical calculations show 
composition profile to be one-dimensional, we focus on composition modulation in the 
x direction. By taking into account the asymptotic behavior of the eigenvalue of Be\ 
for soft modes [3], Ao(kx, 0) = A™11 + B\ exp(—2\kx\h), one obtains the expansion for 
AF = Finh - Fhom as follows, 

AF kdz dx 
1 
2 

d2f 

U ,/chem 

dc2 

chem 

dc2 

dkx 

(27T) 

(c(r) - co)2 - i«r(c(r) - c0)
2 + \D{C{T) - c0)

4 

(c - co)2 - ^ar(c - c0)
2 + -D(c - c0)

4 

dz [Xfn +BX exp {-2\kx\h)} \Ac(kx, 0;z) (4) 

Here r = (Tc - T)/Tc < 1, a = -Tc{d\fchem/dTd2c), D = ^(d4fchem/dc4). We 
seek the composition profile as a periodic function Ac(x,y,z) = ^2a/D^ip(x, z). 
Here ip is combination of soft modes of Eq. (3) corresponding to composition modu- 
lation in x-direction with the period dx. By substituting Ac(x,y,z) of the above form 
into the free energy of Eq. (4), one obtains 

AF =Ah 
6a2r2 

D k^h 
W-gg»*)|fli|, 

aT(2kx
Q)h) 

(5) 

where A is the substrate area, and 

J = k^2 dx    dz 
it Jo 

- (-1 + 3?72) <p2(x, z) + r)tp3(x, z) + -p4(x, z) (6) 
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Here 77 is proportional to the deviation of the average alloy composition c from the 
critical composition CQ, r\ = (c -CO)/^/T; a\ is amplitude of the first Fourier harmonic 
of (p. It follows from Eq. (6) that J does not depend on ki . Minimization of AF from 
Eq. (5) with respect to kx shows that the second term in Eq. (5) is small compared to 
the first one. It allows to split the problem into two parts, and to obtain the composition 
profile within one period of the structure first, and to find the period afterwards. This 
is the key advantage of using Landau-Ginzburg expansion of Finh which enables us 
to proceed as compared to [6]. Similar advantage of using Landau-Ginzburg theory 
was emphasized in [8] for a related problem of equilibrium composition-modulated 
structures in bulk samples of quaternary alloys. 

The lowering of the total free energy of the system due to fluctuations of composition, 
AF < 0, means that the minimization of J from Eq. (6) yields a non-trivial solution 
providing J<0.lf\r]\< 1/V3, the quadratic coefficient in Eq. (4) is negative, i.e. the 
alloy is absolutely unstable. Then there obviously exists a solution which gives J < 0. 
The equation 77 = ±l/\/3 yields the spinodal curve of the alloy epitaxial film near the 
critical temperature Tc. Due to cubic terms in J, a solution providing J < 0 may exist 
also in a certain region of 77 where |T7| > l/\/3. The value |T7| =77*, where the solution 
providing J < 0 ceases to exist, corresponds to the miscibility curve. If |T7| > 77*, 
the homogeneous alloy epitaxial film is absolutely stable. If 1/V3 < |T7| < 77*, the 
homogeneous alloy epitaxial film is metastable. Numerical minimization of J yields the 
final structure of the alloy within one period. The form of the structure is close to one 
obtained in shcha. The modulation amplitude is maximum at the surface and decays 
away from the surface. Analysis of J versus 77 yields 77* = 0.784, i.e. it gives the 
miscibility curve in the vicinity of the critical point, 

T 
7miscibility(c) = TC ^(c - Co)2 . (7) 

Then, given J, the criterion of the minimum with respect to k^h reads 

|a,|2. (8) 
exp(2/fc(°)A) _      Bx 2 

(jK°)A) ar(-J)' 

To calculate the period d, we take, as an example, GaAsi_cSbc where Tc = 740 K [3]. 
Evaluation of d from Eq. (8) yields, for Tc - T = 10 K, d = \Ah, for Tc-T = 100 K, 
d = 2.Oh. Thus, the period is a weak logarithmic function of (Tc — T) and is of the 
order of the film thickness h. 

With further lowering of T, all modes of fluctuations contribute to the equilibrium 
structure. To estimate the miscibility curve at arbitrary T, we use the ansatz of [9], 
where composition is independent of z, Ac(x,y,z) = c\(x). If we construct a curve 
which bounds the region on T — c phase diagram corresponding to alloys unstable 
against such a fluctuation, this curve will lie inside the exact miscibility curve. The 
equilibrium phase diagram of alloy epitaxial film is shown in Fig. 1. 

To conclude, we have solved a non-linear problem for the final equilibrium structure 
of phase-separating alloy in an epitaxial film in the vicinity of the critical point. The 
exact phase diagram in variables "temperature - average composition" is constructed, 
containing the region of absolutely unstable, metastable, and stable alloys. The period of 
equilibrium structure is found. An equilibrium composition-modulated structure with a 
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Fig 1. Equilibrium phase diagram of an alloy in the epitaxial film, (co; 71.) is the critical point of 
alloy instability against spinodal decomposition. 1 is the spinodal curve; the solid part of the curve 
2 is the calculated miscibility curve (Eq. (7)); the dashed part of the curve 2 is the schematic 
miscibility curve for arbitrary temperatures; 3 is the miscibility curve calculated by the ansatz of 
Glas [9]. (I) is the region of the absolutely unstable alloys, (II) is the region of metastable alloys, 
and (III) corresponds to stable alloys. 

one-dimensional periodicity in the surface plane is a spontaneously formed quantum- 
wire superlattice. 
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Abstract. Properties of self-organized InGaAsP nanoheterostructures grown on InP and GaAs 
substrates have been investigated by photoluminescence and transmission electron microscopy 
(TEM) methods. The dependence of epitaxial growth temperature and solution supercooling on 
the rate of self-organization of periodical InGaAsP nanoheterostructures has been determined. 
Periodical picture in the plan view and cross section of TEM image of InGaAsP epitaxal layers 
have been observed. 

Introduction 

In our previous works it was shown experimentally that in the miscibility and spin- 
odal decomposition region of quaternary InGaAsP solid solutions the formation of self- 
organized periodical nanoheterostructures takes place during the growth process [1,2, 3]. 
Boundaries of miscibility and spinodal decomposition regions for liquid phase epitaxy 
grown InGaAsP epitaxial layers lattice matched to InP and GaAs were determined. Also 
initial technological conditions for unstable growth of InGaAsP epitaxial layers by liquid 
phase epitaxy method were obtained. In present work we continued study of InGaAsP 
solid solution lattice matched to InP and GaAs in the miscibility and spinodal decom- 
position region at technological conditions facilitating the unstable growth of epitaxial 
layers. 

1    Results and discussion 

According to theoretical predictions [4] a decrease of growth temperature of epitaxial 
layer widens the boundary of miscibility and spinodal decomposition region. In this con- 
nection we investigated the influence of growth temperature on the effect of formation 
of self-organized InGaAsP nanoheterostructures lattice matched to InP. Epitaxial layers 
grown at 650, 600 and 550 °C were investigated by photoluminescence method. It was 
found that temperature decrease first leading to the improvement of nanoheterostructure 
self-organization effect (T = 600 °C) then results in it decrease (T = 550 °C). Such 
discrepancy with theoretical predictions we connected with the fact that in theoretical 
model the temperature dependence of diffusion coefficient had not been taken into ac- 
count. In order to investigate the influence of nonequilibrium condition of liquid phase 
on self-organization process of nanoheterostructures in epitaxial layers of InGaAsP solid 
solutions the temperature of solution supercooling was varied. Supercooling tempera- 
ture was increased up to the value when it becomes difficult to remove solution from 
the substrate. Experiment was carried out at two cooling velocities of the solution — 
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Fig 1. The dependence of photoluminescence line efficiency of InGaAsP/InP epitaxial layer on 
supercooling temperature of the solution for two cooling velocities (triangles — 0.1 °C/min, 
circles — 2 °C/min). 
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Fig 2. TEM image in the plan view of InGaAsP/InP epitaxial layer. 
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Fig 3. TEM image in the cross section of InGaAsP/InP epitaxial layer. 
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0.1°C/min and 2 °C/min. Fabricated samples were investigated by photoluminescence 
method. The rate of nanoheterostructure self-organization effect was evaluated by effi- 
ciency of photoluminescence lines. The dependence of efficiency of photoluminescence 
line which characterizes nanoheterostructure formation on supercooloing temperature 
of the solution is presented on Fig. 1 

An increase of solution supercooling temperature results in the increase of photo- 
luminescence line efficiency for samples grown at 0.1 7min cooling velocity. For the 
samples grown at 2 7min cooling velocity and at 10 °C supercooling temperature the 
decrease of photoluminescence line efficiency was observed. At 15 °C supercooling 
temperature it was impossible to remove the solution from the substrate. In our opinion 
it confirms the fact that nanoheterostructure self-organization effect increases with the 
increase of nonequilibrium state of solution liquid phase. Fabricated samples were also 
investigated in plan view and cross-section by transmission electron microscope EM- 
420. The most difficulties presented the preparation of samples on InP substrate for the 
view in cross section due to the formation of islandes during ion-beam sample process- 
ing. The original method of sample preparation allowing to minimize this effect was 
developed. TEM images in plan view and cross section of typical epitaxial layer samples 
are presented in Fig. 2 and Fig. 3, respectively. A large scales on both photographs are 
the same. In plan view and cross section periodically repeated regions with different 
solid solution composition were observed. The self-organized nanostructure dimensions 
were found to be 500-600 A. 

2    Conclusion 

On the base of carried out investigations the influence of diffusion coefficient tempera- 
ture dependence on nanoheterostructure self-organization effect was observed with the 
decrease of growth temperature. The increase of nanoheterostructure self-organization 
effect with the increase of supercooling solution temperature was shown. Periodical 
structure in plan view and cross section in TEM images of samples was observed. 
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Abstract. InGaAs quantum wires are obtained by holographic lithography and MBE regrowth 
on V-grooves. The influence of some fabrication steps on the interface is presented. The [110] 
and [110] gratings are compared in terms of etching profiles and the evolution of the grating 
shape during the desorption and the epitaxial regrowth. 

1 Introduction 

There is great interest in reducing the physical size of semiconductor structures to take 
advantage of quantum effects for optical and optoelectronic applications. Semiconductor 
wires are expected to result in sharp gain and absorption spectra. Quantum wires grown 
on patterned substrates are obtained by the combination of holographic lithography and 
epitaxial growth [1]. Several techniques have been developed to produce nanostruc- 
tures [2], but the great interest of this one is that small lateral sizes are obtained without 
the problem of non radiative recombinations on the sidewalk which occur with the 
classical e-beam lithography/etching method. Heterostructures with GaAs wires have 
been studied, but it is difficult to integrate these wires in a AlGaAs waveguide because 
of the presence of aluminium which induces growth defects at the V-groove interface. 
To avoid this problem, the same technique has been used for InGaAs wires in GaAs 
waveguides. It is more difficult to provide uniform and high density arrays of wires with 
low growth defects density as in the first case [3]. Two kinds of structures have been 
grown: InGaAs quantum wires on [110] V-grooves and InGaAs Distributed FeedBack 
lasers (DFB) on [110] second order gratings. In this paper, we compare the profil 
and the behavior of the V-groove in the two crystallographic orientations at different 
fabrication steps. 

2 Fabrication: holographic lithography and MBE growth 

The first step consists in the MBE growth of the AlGaAs cladding and the half GaAs 
waveguide (0.3 /xm) on a n-doped (100) GaAs substrate. A grating is obtained on the 
surface by deep UV holography with a doubled Ar+ laser at A = 257 nm [4]. It comes 
from the high contrast of the fringes created by the reflection of the laser on a mirror 
perpendicular to the sample. Its period is determined by the incidence angle of the 
laser beam. Its reflection on the surface is eliminated by an antireflective coating layer 
(70 nm thick S13N4). The ratio between the period and the lateral width of the lines 
depends on the exposure time. In this way, we can influence the etching profile of the 

283 



284 Nanostructure Technology 

a 

\M) um —. ,,,...,„..—. 330 inn 

. .——„„„.„,<»», 330 nm .—i —». 330 nm 

Fig. 1. SEM pictures of 330 nm gratings 
(a) and (b) the resist+Si3N4 mask with 
two apertures; 
(c) and (d) the grating profile after 
chemical etching and cleaning of the mask; 

33" IIIII     ^fc  (e) the (c) grating after MBE regrowth. 

V-grooves, that are described in next section. This mask is transferred from the resist 
to the S13N4 layer by reactive ion etching with a CF4/H2 plasma. 

The [110] V-grooves are etched in commonly used H2SO4/H2O/H2O2 solution. It 
develops {111}A facets in this direction, whereas the profile shows an important un- 
derselling in the [110] orientation. For this reason the [110] V-grooves are etched in a 
CHKO3/H2O/H2O2 solution. The grating surface is then protected by a thermic oxide 
grown at 230° C. Prior to the MBE regrowth, this oxide is removed by a desorption. 
This interface treatment and the regrown structure depend on the grating orientation. 

3    Quantum wires on [110] V-grooves 

InGaAs quantum wires have been grown on [110] gratings with periods of 330 nm. 
The structure consists in a AlAs/GaAs superlattice buffer, a Ino.i6Gao.84As quantum 
wire, an other AlAs/GaAs superlattice, the second part of the GaAs waveguide and the 
AlGaAs cladding layer. The complete structure has been described elsewhere [5]. 

SEM micrographs of Fig. 1 show the grating at different fabrication steps, for two 
ratio between the mask lines and the period: 60% in (a) and 40% in (b). This is 
obtained by different exposure times. The surfaces formed by the chemical etching are 
not exactly {111}B facets (As planes), but a combination of planes with higher indices 
{«11} with n > 1, which gives this curved profile. The large mask (a) leads to a deeper 
V-groove (c) than in (d). The grating depths are 190 nm and 130 nm respectively. This 
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Fig 2. PL spectra of InGaAs wires grown on [110] grating between AlAs/GaAs superlattices at 
300 K and 77 K, for three excitation densities. 

difference has an influence on the quantum wire shape. 
The oxide is removed by thermic desorption at 640° C under AS4 pressure. It reduces 

processing defects and impurities at the regrowth interface. The result is a rounding 
of the corners and a lowering of the modulation depth. This phenomenon is more 
important for shallow etching profiles (d). Differences of adatom diffusion lengths lead 
to different growth rates on the V-groove facets [6]. The low mobility of Al atoms 
tends to preserve the shape of the grating, whereas mass transport occurs during the 
growth interruption following the InGaAs layer that leads to crescent-shape wires [4]. 
If the same process is done on [llO] gratings, {001} planes are formed on the bottom, 
and the structure is faster planarized. A SEM picture of the total structure is shown in 
Fig. 1(e). The layers are revealed by a selective chemical etching of a cleaved surface. 
The quantum wire is visible by the black line in the middle of the grating structure. On 
the both sides of the wire, the gray layers represent the AlAs/GaAs superlattices, and 
black ones the GaAs waveguide. The lower dark layer is the one where the V-grooves 
are defined. The second GaAs layer, on top of the gray superlattice, is completely 
planarized. TEM pictures are analyzed in [5]. To understand completely the regrowth 
characteristics, we have to take into account the evolution of the strain field in these 
structures. 

Photoluminescence spectra of InGaAs wires embedded in AlAs/GaAs superlattices 
are shown in Fig. 2 for different excitation densities (I, 101, and 1001). The ground state 
and the first excited level resulting from the lateral confinement are seen at 948 and 
930 nm (PL at 300 K) with a splitting of 17 meV. The spectra exhibit a striking bandfill- 
ing with increasing the photogeneration rate as already reported on GaAs wires [7]. The 
peak associated with the first excited state is very well defined and intense as compared 
to the ground state, even for low excitation density. This shows the improvement in the 
control of each fabrication step. 

4   Distributed feedback lasers in [110] V-grooves 

Distributed feedback gain-coupled lasers based on InGaAs wires have been grown on 
[110] gratings [8]. Some efforts have been done on the surface cleaning, but the laser 
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characteristics are limited by the defects at the regrowth interface. A hydrogen plasma 
desorption has been developed [9]. It appears that this treatment has a large influence 
on the grating, but this effect depends on the orientation of the V-grooves. For [110] 
lines, we observe an important planarization of the surface. 

The same process has been used in the [110] orientation to define second order 
gratings (280 nm). The chemical etching defines {111}A facets which correspond 
to Ga planes. In this case, the grating profile is transformed, but the V-grooves are 
preserved. The difference of the planes, As in [110] and Ga in [llO] explains the 
behavior specific to the direction. DFB lasers have been grown on [llO] gratings, with 
a Ino.i8Gao.82As quantum well. This active layer is flat, due to the faster planarization 
in this direction. The structure is defined so that the lateral width of the QW is equal 
to a 3/4 grating period. Figure 3 shows that the effect of the desorption depends on 
the etching profile. In (b), the sharpness of the top is more important than in (a). 
In Fig. 3(c) and 3(d), we see the structure after regrowth on gratings (a) and (b), 
respectively. The active layer (one or three QWs) is located in the middle of the GaAs 
waveguide. A AlAs/GaAs superlattice reduces the defects density at the interface. It 
appears as a gray line following the V-shape. We can compare the evolution of this 
superlattice for smooth or sharp etching profiles. In the two cases, the {111 }A facets are 
stable, but the top of the grating is different. In (c), the curved top is changed in {311} 
planes by the desorption. During the regrowth the {111 }A planes are reconstructed, 
as it is shown on TEM micrographs [10], but the {311} based surfaces tend to limit 
the density of dislocations which may appear at the apex formed by the intersection 
of the reconstructed {111}A planes. In Fig. 3(d), the sharp grating is not changed by 
the desorption, and the triangular shape on the top remains constant with the growth. 
The conservation of the {111}A planes tends to create stacking faults and dislocations 
emerging from the apex. The efficiency of the desorption depends on the grating 
shape that is determined by the holographic exposure time and the chemical etching 
homogeneity. By controlling all theses steps and by using a high quality regrowth we 
can fabricate reproducible InGaAs DFB laser structures. Threshold current densities as 
low as 250 A/cm2 have been achieved at room temperature [9]. We have also grown 
structures with multiple quantum wells (Fig. 3(d)) to limit the sensitivity to the regrowth 
interface and to avoid the saturation of the QW luminescence. This should lead to a 
better reproducibility of the active layer quality and laser properties. A technologic 
process has been developed to define small stripes of 4 /im on the waveguide cladding, 
with a SiCLt/Cb/Ar plasma etching followed by a planarization of the surface and the 
deposition of p-contacts, to increase the current injection in the active layer and reduce 
the likelyhood of lateral laser modes. 

5    Conclusion 

The results show the influence of the holographic exposure and chemical etching on 
the desorption efficiency. We expect a better control of the V-groove profile, and the 
interface evolution during the desorption and the MBE regrowth, which is important 
for the reproducibility of the structures and their optical properties. The completely 
different behavior on the two grating directions [110] and [110] has been shown. This 
improvement in the fabrication steps allows to develop the integration in a waveguide 
of two kinds of InGaAs based structures: quantum wires in [110] V-grooves and DFB 
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Fig 3. SEM pictures of 280 nm [110] gratings; (a) and (b): Etching profiles, (c) and (d): the 
same gratings after MBE regrowth. 

lasers in [110] gratings. In this second case, structures with three QWs combined with 
a new process technology should lead to ease the problem of strong threshold current 
variations. 
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Multiwafer MOVPE growth is a well established technique for the mass production of 
III-V compounds. Especially GaAs based materials like AlGaAs, GalnP and AlGalnP 
are grown in multiwafer Planetary Reactors®. These reactors allow the simultaneous 
growth of 7, 15, 35 or 95x2" wafers. As shown in earlier publications, the Planetary 
Reactors ® combine a very high growth efficiency with extreme uniformities in thickness 
and composition. However, there is also a growing demand for InP based materials to 
be grown in multiwafer reactors in order to increase the throughput in the production 
of long wavelength optoelectronics devices. 

In this paper we want to present data on the growth of InP based materials 
(Ga^Ini^AsyPi-y) in a Planetary Reactor®. The reactor that has been used is an 
ATX 2400 system allowing the growth of 15x2" wafers or 8x3" wafers. As a demon- 
stration material GalnAsP with an emisssion wavelength of approx. 1.5 /im was choosen. 

The results show that the excellent uniformity that is well-known for GaAs based 
materials is also found for GalnAsP on InP. Without any optimization, wavelegth uni- 
formities as low as 1 nm were obtained. Thickness uniformities of 2% were measured. 
Furthermore, doped samples were grown. As dopants silane and dimethylzinc were 
used. Sheet resistivity measurements performed on these samples reveal uniformities 
around 1%. 

The results demonstrate that Planetary Reactors ® are an efficient tool for the mass 
production of GalnAsP alloys lattice matched to InP. The uniformity data show that the 
unique Planetary double rotation principle allows the growth of homogenous GalnAsP 
without any tuning of flow rates or gas velocities. Since the GalnAsP composition 
is very sensitive towards changes of the growth temperature, a very uniform wafer 
temperature is indicated. This is also confirmed by the excellent doping uniformity. As 
a conclusion, we find that Planetary Reactors® are the ideal tool for an efficient mass 
production of InP based compounds. 
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Abstract. We have used, for the first time, isovalent delta-doping with antimony instead of indium 
to produce two-dimensional sheets of arsenic nano-clusters in GaAs films grown by molecular 
beam epitaxy (MBE) at low (200° C) temperature. The precipitation kinetics at Sb delta-layers 
is found to be enhanced as compared to that for In delta-doping. It provides an opportunity to 
improve the cluster spatial ordering. In addition, at early precipitation stages, the microstructure, 
morphology and orientation relationship of the clusters attached to Sb delta-layers are found to 
differ from those conventional for As clusters in LT-GaAs films including As clusters at the In 
delta-layers. 

1    Introduction 

GaAs grown by MBE at low substrate temperatures of 200-250° C (LT-GaAs) is a 
very attractive material for microwave and optoelectronic applications [1-3]. Being 
nonstoichiometric in an as-grown state, it contains an extremely high concentration 
(1020cm~3) of intrinsic point defects of which the main are excess As atoms in the 
forms of As antisites and As interstitials. Upon subsequent annealing, the excess As 
precipitates in nm-size clusters buried in GaAs matrix, and the material exhibits a 
high electrical resistivity, high carrier mobility and very short lifetime of nonequilibrium 
charge carriers. Since the As clusters play a crucial role in the electrical and optical 
properties of LT-GaAs, it is of importance to control the density and spatial distribution 
of As cluster arrays. The As cluster density has been shown to vary from layer to layer 
in LT-AlGaAs/GaAs [4] and LT-InGaAs/GaAs [5] heterostructures. An accumulation 
and depletion of As clusters can be also produced [6] by nonuniform incorporation of 
an impurity. When Si or In is inserted in a LT-GaAs film as delta-layers, two-dimensional 
As cluster sheets have been demonstrated [7-8] to appear. Before, we succeeded [9-11] 
in obtaining two-dimensional precipitation of As clusters in LT-GaAs films uniformly 
doped with Si donors, Be acceptors or undoped by means of additional delta-doping 
with In that is an isovalent impurity replacing Ga in group III sublattice. In this work, 
we use, for the firs time, delta-doping with antimony, i.e. group V element, and show 
an enhanced two-dimensional precipitation of excess As as compared with the case of 
indium delta-doping. 
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2 Experimental 

The LT-GaAs films used in this work were grown by MBE at a substrate temperature of 
200°C on undoped semi-insulating 2-inch GaAs(OOl) substrates in a dual-chamber sys- 
tem "Katun". The films contained 80 nm spaced Sb delta-layers which were introduced 
in the GaAs matrix by using the antimony beam while the arsenic beam was interrupted. 
The Sb deposit in each delta-layer was equivalent approximately to 1 monolayer (ML). 
Similar LT-GaAs films delta-doped with indium were also grown at the same growth 
temperature and As/Ga beam ratio. The growth procedure is described in more detail 
elsewhere [12]. The grown samples were cut into few parts of which one was kept 
as-grown and the others were annealed under As overpressure at 500, 600 or 700° C 
for 10, 30 or 60 min. 

Optical absorption measurements in the near-infrared (0.8-1.2 mm) region (NIRA), 
conventional (TEM) and high-resolution (HREM) electron microscopies were applied 
to study the samples. Philips EM 420 and JEOL JEM 4000EX microscopes were 
exploited. Cross-sectional TEM specimens were prepared by a conventional Ar+ ion- 
milling procedure as well as by cleaving technique. 

3 Results and discussion 

Cross-sectional TEM of the as-grown LT-GaAs films revealed thin layers located just 
at the positions expected for Sb or In delta-layers from the growth procedure. NIRA 
spectra recorded at room temperature showed an increased absorption, conventionally 
attributed to As antisites, in all the as-grown samples. The As excess was estimated 
from these spectra to be 0.5 at.% for both Sb delta-doped and In delta-doped LT-GaAs 
films. The equal contents of excess As in both kinds of the samples idicate that isovalent 
Sb doping does not supress the extra As incorporation during the film growth. 

The microstructure of the Sb delta-layers was studied by HREM. Observations of the 
Sb delta-layers in the as-grown samples by lattice imaging revealed Sb to be dispersed 
within 4-5 ML that is similar to the case of In delta-doping [13] and results from 
some surface roughness of the film growing at a temperature as low as 200° C. Despite 

:-«*<&    *•»< 
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Fig 1. Dark-field 002 cross-sectional images of LT-GaAs films delta-doped with In (a) and Sb 
(b) and annealed at 500°C for 10 min. An essential difference in cluster accumulation at the In 
and Sb delta-layers is clearly seen. 
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this broadening the delta-layers accumulate clusters which are forming upon annealing, 
whereby the precipitation kinetics is found to differ for Sb delta-doping and In delta- 
doping. Fig. 1 presents TEM micrographs taken from the In or Sb delta-doped films 
grown and annealed under the same conditions. As can be seen, the clusters attached 
to the Sb delta-layers are essentially bigger and, in addition, provide stronger strain- 
induced contrast than those at In delta-layers. The lateral size of the clusters at the Sb 
delta-layers is up to 7 nm while it reaches only 3 nm for In delta-doping. In contrary, 
clusters dispersed in-between the delta-layers occur to be smaller in the case of Sb 
doping. 

Annealing at higher temperatures (600, 700°C) led to an increase in size of the 
clusters attached to Sb delta-layers, that is illustrated by Fig. 2. The cluster size has 
been estimated to be 13 nm for an annealing temperature of 600° C and 19 nm for an 
annealing temperature of 700° C. At the same time, the estimated density of the clusters 
attached to the Sb delta-layers reduced from 6 x 1010cm-2 down to 3 x 1010cm-2. In 
parallel, the size of small clusters suspended in-between the Sb delta-layers increased 
from 2 nm up to 5 nm when elevating annealing temperature from 500 to 700° C. The 
cluster density in three-dimensional array in-between the Sb delta-layers reduced one 
order of magnitude: from 1.5 x 1017 cm"3 for an annealing temperature of 500°C down 
to 1.6 x 1016cm"3 for 700°C. 

The cluster microstructure and morphology for high annealing temperatures (600- 
700°C) have been observed to be similar to those conventional for As clusters in LT- 
GaAs films including clusters attached to In delta-layers. Fig. 3a shows a high-resolution 
image of such a cluster exhibiting moire fringes running nearly along (111) GaAs 
matrix planes. However, at the initial growth stages the microstructure, morphology 
and orientation relationship of the clusters attached to Sb delta-layers have been found 
to differ from conventional ones. It is demonstrated by Fig. 3b where a high-resolution 
image of the cluster attached to Sb delta-layer in LT-GaAs film annealed at 500° C is 
presented. On our opinion, two reasons may contribute to this phenomena. First, along 
with excess arsenic, antimony can take part at the cluster nucleation an growth. Second, 
the strain distribution around the Sb delta-layers can be different from that around the In 
delta-layers. The changed strain is indicated by a strong strain contrast at the dark-field 
image (Fig. 2) of the clusters at the Sb delta-layers. 

4    Summary 

So, the cluster accumulation happens more effectively in the films delta-doped with Sb 
as compared with those delta-doped with In. It provides an opportunity to improve the 
cluster spatial ordering. In addition, at early precipitation stages, the microstructure, 
morphology and orientation relationship of the clusters attached to Sb delta-layers are 
found to differ from those conventional for As clusters in LT-GaAs films including As 
clusters at the In delta-layers. 
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Fig 2. Dark-field 002 cross-sectional images showing the clusters growing at the Sb delta-layers 
when elevating annealing temperature from 500 (a) to 600 (b) and to 700°C (c). The annealing 
time is 10 min in each case. 
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Fig 3. High-resolution images along [010] of the clusters attached to the Sb delta-layer in LT- 
GaAs films annealed for 10 min at (a) 600°C and (b) 500°C. The position of the Sb delta-layer 
is arrowed. 
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Abstract. GaAs structures <5-doped by Sn with various densities of Sn have been grown 
and investigated. The Hall effect and Shubnikov-de Haas effect have been investigated for 
temperatures 0.4 K < T < 12 K in magnetic fields up to 38 T. The maximum density of free 
electrons achieved was 8.3 x 1013 cm"2. The resistance oscillations observed for a magnetic field 
parallel to the <5-layer were associated with singularities in the calculated density of states. 

Introduction 

Tin has been rarely used for d-d oping in GaAs because of its high segregation ability [1]. 
On the other hand, this donor impurity is less amphotere compared with silicon, which 
is usually used as dopant for Mayers. The investigation of Tin d-d oping in GaAs on 
singular substrates is important for research on Tin 5-doping on vicinal substrates. These 
latter structures show a perspective for obtaining one-dimensional electronic channels 
[2, 3]. 

1 Samples 

The GaAs(<5-Sn) structures were grown by molecular-beam epitaxy. On semi-insulating 
GaAs (Cr) substrate (001) a buffer layer of ;'-GaAs (240 nm) was grown. At a tem- 
perature of 450°C a tin layer was deposited in the presence of an arsenic flux. The 
structures were covered by a layer of /'-GaAs (width 40 nm) and a contact layer n-GaAs 
(width 20 nm) with a concentration of silicon 1.5 x 1018cm"3. The design density of 
tin in the Mayer smoothly varied from ND = 2.9 x 1012cm"2 in sample No. 1 up to 
Afo = 2.5 x 1014cm"2 in sample No. 7. 

2 Results 

The temperature dependence of the resistance of samples No. 1 up to No. 7 is shown 
in Fig. la. The Hall effect and the magnetoresistance were measured at temperatures 
0.4 K < T < 12 K in magnetic fields up to 10 T and pulsed fields up to 38 T. The 
obtained values of the Hall concentration nH and the Hall mobility /XH at T = 4.2 K 
are shown in Table 1. The concentration of free electrons in the tin-doped structures 
does not saturate as function of design doping density, as was observed in Si 5-doped 
structures [4]. 

In magnetic fields B < 0.2 T at low temperatures a negative magnetoresistance 
was observed for all samples. In strong magnetic fields the Shubnikov-de Haas effect 
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Fig 1. a) Temperature dependence of the sheet resistivity for different samples, b) Experimental 
dependence of the resistance on parallel magnetic field and the calculated DOS at the Fermi 
energy for sample No. 6. 
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Fig 2. Oscillating part of the magnetoresistance for sample No. 6 (a) and No. 7 (b). 

was observed at T = 4.2 K in the investigated structures (Fig. 2 and 3). The angular 
dependence of the oscillation frequency revealed, that the oscillations were caused by 
two-dimensional carriers. The electron concentrations of the subbands, determined from 
the maxima in the Fourier spectra, and the electron quantum mobilities, obtained from 
the width of the peaks in the Fourier spectra, are shown in Table 2. 

Table 1. Hall density tin, sum of the Shubnikov-de Haas concentrations «sdH in all subband and 
Hall mobility /in at temperature T = 4.2 K for samples No. 1-7. 

Sample «H S«S<IH MH 
No.      (1012cm~2)   (1012cm^2)   (cm2/Vs) 

1 1.74 2.75 1530 
2 3.23 1.04 540 
3 2.63 2.03 1080 
4 10.4 6.15 1200 
5 8.35 8.09 1150 
6 14.5 8.73 1940 
7 83.5 45.3 1170 
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Table 2. The electron concentration «sau and the quantum mobility /i^d" obtained from the 
Shubnikov-de Haas effect at T = 4.2 K; the self-consistently calculated concentration N$; the 
calculated quantum mobility ß'q of electrons due to multi-subband scattering on ionized impurities; 
experimentally determined B\\ and calculated depopulation magnetic field B'^ for samples No. 1 
and No. 6. 

Sample / «Sdll Ns «sdH ßq ß'q B\\ B\ 
No. subbands No. (1012cm"2) (1012cm"2) (cm2/Vs) (cm2/Vs) (T) (T) 

0 1.76 1.75 1340 1570 - - 
1 1 0.99 0.99 1450 1590 18.6 22.5 

2 - 0.30 - 2940 4 8.0 

0 4.08 4.02 860 1290 - - 
1 2.33 2.80 1660 1450 - 45.3 

6 2 1.56 1.59 2120 2380 25.8 24.5 
3 0.76 0.67 3000 4460 12.6 12.5 
4 - 0.06 - 3530 4.4 3.0 

3    Discussion 

The band diagrams, wave functions and electron concentration in each subbands were 
calculated by solving self-consistently Schrödinger and Poisson equations [5]. Non 
parabolicity of the conduction band in the Y point and the exchange-correlation contri- 
bution to the electrostatic potential were included. The width of the Mayer of ionized 
impurities, used in the calculations as a adjustable parameter, was approximately equal 
to 16 nm for all samples. Such a width for a Mayer is bigger than in Si 5-doped 
structures [4], but is rather small for Tin [1]. 

The electron quantum mobilities due to multi-subband scattering on ionized impuri- 
ties [5, 6] were calculated. The screening of the Coulomb scattering potential was taken 
into account within the random-phase approximation [6]. The calculated mobilities are 
in reasonable agreement with our experimental results (see Table 2). 

In sample No. 7 with the highest electron concentration the conductance band in the 
L point is filled by electrons at low temperatures (according to Ref [4] this occurs at 
a concentration of ionized impurity greater than Af

D = 1.6x 1013 cm"2). If the highest 
frequency in the Fourier spectrum (Fig. 3b) corresponds to the lower subband i = 0 in 
the F point with concentration 9.75 x 1012cm~2, then, according to our calculations, 
two subbands should be filled in the L point with concentration 3.7 x 1013cm~2 and 
2.0 x 1013 cm"2 (the corresponding frequencies are designated by asterisks in Fig. 3b). 
This is the first experimental observation of such a high concentration of electrons in 
5-doped GaAs structures, at which a conductance band at the L point is populated at 
helium temperatures. 

The measurement of magnetoresistance in magnetic field parallel to the Mayer allows 
one to determine accurately the number of occupied subbands [7]. For the magnetic 
field B directed along the y-axis and the vector potential equal to A = (Bz,0,0), the 
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Fig 3. Fourier spectrum of the Shubnikov-de Haas oscillations for sample No. 6 (a) and No. 7 
(b). Arrows correspond to calculated subbands in the F point. Asterisks correspond to calculated 
subbands in the L point. 

Schrödinger equations reads: 

2m*      2m* 
■ ezB)2 

r,2 a2 

2m* dz2 *(z) * = £•*, 

where the potential <£(z) is a sum of an electrostatic potential, determined from the 
Poisson equation, and the exchange-correlation potential. The total density of states 
(DOS) at the Fermi level increases with increasing magnetic field and drops after the 
subband level has crossed the Fermi level (Fig. lb). 

The work was supported by the Russian Foundation for Basic Research (Grant 
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The planar doped barrier (PDB) GaAs structures are used in many high-speed semicon- 
ductor devices [1] including microwave planar doped barrier diodes (PDBDs). These 
unipolar diodes have a multi layer semiconductor structure (Fig. 1) with ultra thin p++ 

layer sandwiched between two undoped layers. That structures can be synthezed only 
using modern epitaxial technologies, i.e. MBE or MOCVD. The current conduction 
mechanism in PDBD is governed by the thermionic emission of the major carriers over 
the built-in potential barrier. Since the barrier is formed in the bulk of the structure, 
better stability and lower noise are expected comparing to the Schottky diodes having 
surface-barrier. The further advantage of the PDBDs is the adjustable height of the bar- 
rier. This fact allows to fabricate low-barrier microwave diodes for zero-bias detectors 
and low-drive mixers [2]. 

The key point for fabrication of reproducible PDB structures is p++ layer charge 
and position control [3]. Another main factor is the low level of background doping. 
Therefore MBE seems to be the most suitable technology for these devices. There are 
two types of PDB structures: one of them is on the high-conductivity n+ substrates and 
another one is on the semi-insulating substrates. The first type provides more simple 
diode technology but the second type is needed for realization of planar and coplanar 
diode constructions. These diode constructions are appropriated for MIC and millimeter 
wave devices [4]. 

There are some specific problems in MBE growth of PDBD stucture on SI substrate. 
This structure must have two relatively thick n+ layers. The thick bottom layer is used 
to provide low series resistance. It usially has thickness of 4-5 /im. The top n+ layer 
is used for alloy ohmic contact formation. Reduction in thickness of the top n+ layer 
beyond 0.3 /zm whould lead to practical problems in alloy ohmic contact fabrication. 
Usially the MBE growth is carried out at 600° C at growth rate of 1 /zm/h. Consequently 
the long MBE process is typical for PDBD structure on the SI substrate. 

In this work we present new design and technology for planar PDBDs. The main 
features of our approach are as follows: 
1. Combination of vapor phase epitaxy with MBE. VPE is used for growth of thick 
bottom n+ layer. The other layers were grown by MBE. 
2. n+ Ino.5Gao.5As/grad InGaAs/GaAs contact layer and non-alloyed Ti/Pt/Au top ohmic 
contact were used instead of the standard n+ GaAs/AuGe/Ni/Au alloy contact. This 
approach provides the low contact resistance (< 6 x 10-6 Ocm2) and high yield 
(> 90%). 
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Fig 1. The structure and band diagram of the PDBD. [t < 100 Ä, NA < 1018 cm"3, d\ < 100 Ä, 
d2 < 5000 Ä). 
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Fig 2. Designed PDBD structure. 

3. For millimeter wave frequency applications planar diodes are required [4]. For this 
reason an existing process for the planar mixer GaAs Schottky diode manufacturing was 
adopted for the PDB structures. The designed PDBD structure is shown in Fig. 2. 

Process-development wafers were grown by MBE in loffe Physico-Technical Institute 
on Si-doped n+ GaAs (100) substrates. Before growing the films the substrates were 
thermally outgassed in the growth chamber at 610°C for 10 minutes under AS4 flux. 
The MBE growth was carried out at 600° C at growth rate of 1 /zm/h under As stablized 
condition. Si and Be were used as n- and /^-dopants, respectively. 

The device construction and technology were performed in the Svetlana-Electronpri- 
bor. Device numerical modelling and characterization were made in State Electrotechni- 
cal University. Test structures were fabricated to evaluate the PDB structure parameters. 
They consisted of chips with 70 /im diameter etched mesas and AuGe-Ni-Au top and 
bottom metallizations. DC performance of some test devices are summarized in Table 1 
(where $i is potential barrier height, n is ideality factor). 

Then semiconductor structure parameters were extracted from I-V and C-V mea- 
surements using inverse modelling approach. The simple PDBD model [1] were used 
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Table 1. Test PDBDs parameters. 
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Fig 3. Mesured cirrent-voltage characteristics. 

for this purpose in combination with numerical modelling of C-V characteristics [5]. 
The PDB structure and growth process parameters were optimized using obtained 

experimental results. The «+-GaAs/SI-GaAs epitaxial structure was fabricated by VPE in 
JSC Elma-Malachite (Moscow, Russia). Then GaAs PDB structure with InGaAs/GaAs 
contact layer was grown by MBE in PTI and planar diodes were fabricated. Typical room 
temperature forward bias I-V characteristics for PDBD and GaAs Schottky diodes are 
shown in Fig. 3. Comparison is made with a standard planar microwave GaAs Schottky 
diode with same contact configuration. It can be seen that the PDB diode has lower 
barrier height. 

An initial assessment has shown that the low frequency noise generation (IF < 
1 MHz) is significantly less for the PDB diodes then for GaAs Schottky diodes. Mi- 
crowave measurements were made in a balanced mixer over the frequency range of 
9-10 GHz. 
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The MBE technology is a very promising technique to grow GaN-based nanostructures 
for different optoelectronic applications. However, the lack of a suitable lattice-matched 
substrate is especially critical for the MBE technology due to the severe rate restriction 
on the buffer layer thickness. The sapphire, commonly used as a substrate for growing 
GaN related materials is characterized by a large difference (16%) in the lattice parame- 
ter with gallium nitride. New NdGaC>3 substrates have the much better lattice matching 
(~ 1%) and, hence, are promising for the nitrides epitaxial growth [1]. Another serious 
problem is a lack of efficient enough nitrogen exciter that limits a maximum growth 
rate of high-quality epilayers. 

In this paper we report on the first successful attempt of MBE GaN epitaxial growth 
on the neodim gallate substrates. We demonstrated also the feasibility for the Ill-nitrides 
MBE growth of an original compact coaxial magnetron (CCM) plasma source with 
radio-frequency (RF) capacitively coupled discharge, compatible with modern MBE 
requirements. This source has allowed us to reach the growth rates as high as 0.1 ~ 
0.5 jLtm/h with good GaN crystalline quality. Electrical, structural and luminescence 
properties of GaN films have been examined. 

GaN epilayers have been grown by plasma-assisted molecular beam epitaxy (MBE) 
on AI2O3 (0001) (as reference samples) and NdGaC>3 (101) substrates in a home 
made EP 1203 MBE setup. The 13.56 MHz RF power up to 200 W is applied to 
the central electrode of the CCM RF source. In addition to the RF electric field, an 
axial constant magnetic field tunable up to 0.8 T is produced by solenoid coils. The 
central electrode and the plasma chamber walls are covered with pirolytic boron nitride. 
This movable source mounted on a 4.5" flange of the MBE installation provides a 
40-140 mm variation of distance between the output source aperture and a substrate 
surface. Nitrogen background pressure in the growth chamber is slightly higher than 
10-4 Torr. Turbo-molecular pump with effective pumping rate of ~ 350 1/s is used. 

Preliminary testing of the plasma source characteristics reported in [2] has been 
performed using optical emission spectra (OES) recording in the 350-790 nm wave- 
length range. The characteristic lines of excited N2 molecules and molecular ions are 
dominant in the spectrum, while there is no pronounced lines of excited atomic nitro- 
gen. In general features, this discharge is closer to that of electron cyclotron resonance 
source rather than to that of inductively coupled source. An increase in the discharge 
pressure up to 1 Torr, as well as both the if power and the magnetic field result in 
a monotonous increase in intensities of all the lines, while the intensity ratio between 
ions and molecules changes. It allows us to vary the temperature and concentration of 
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electrons in the discharge in a wide range, and, hence, to change both qualitatively and 
quantitatively the output nitrogen flux. 

Slight nitridization was used before growth and then low-temperature GaN buffer 
layers were grown at 550 °C. The GaN layers were grown at 700-750 °C. The tem- 
perature was measured by an infrared optical pyrometer. The growth rates were in 
0.07-0.2 /im/h range. The substrates were not chemically etched but only rinsed in 
solvents and were thermally cleaned at ~ 700 °C in vacuum just before the growth. 

Deposited GaN films were characterized by scanning electron microscope (SEM), 
x-ray diffraction (XRD), photoluminescence (PL), Raman spectroscopy and capacity- 
voltage (C/V) measurement. Crystalline quality was determined by RHEED (reflection 
high energy electron diffraction) and XRD using CuKa radiation. PL measurements 
were performed from 5 K up to room temperature using a He-Cd laser as an exci- 
tation source. Surface morphology and thickness were studied by Cam Scan electron 
microscope. Electrical properties of the GaN epilayers were determined by C/V mea- 
surements. 

RHEED demonstrated streaky pattern during growth both on AI2O3 and NdGaC>3 
substrates. XRD established monocrystalline GaN film with the same (0001) orientation 
as an AI2O3 substrate and with x-ray rocking curve width of GaN (002) peak of about 
1°. GaN on NdGaC>3 was of the same orientation and of comparable quality. The 
room-temperature electron concentration for GaN both on AI2O3 and on NdGaC>3 was 
n~ 1016cm"3. 

The typical PL spectra are shown in Fig. 1. The low-temperature spectrum of GaN 
on NdGaC>3 (solid line) shows main peak at 3.47 eV, which is attributed to emission 
of a donor-bound exciton [3-5], and the lower laying peaks near 3.26 eV, which may 
be associated either with the donor-acceptor pair transition and it's phonon replica, or 
with D°x transition in cubic GaN inclusions [6]. The former explanation looks more 
reasonable and is also confirmed by the fast decrease of the peaks intensity with the 
temperature increase (see Fig. 2). The 3.475 eV line in the n— type layers is a well 
known transition due to the recombination of the excitons bound to neutral donors 



302 Nanostructure Technology 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 

-    GaN on NdGa03 

■ i | i i i i | i i i i | i i i i 

^10 K 

/0p15K 

yV30K 

11       I/SO K 

i /       \l/80K 

f/^-^y^     150 K 
\s             )&/ 220 K 

^-—T*£\ 
300K 

.. 1 .... 1 .... 1 ... . .. i .... i .... i .... i . 

3.0       3.1       3.2       3.3       3.4       3.5       3.6 
Energy (eV) 

Fig 2. 

associated with nitrogen vacancies [7]. The origin of the donors can be either native 
defects or residual impurities [8] and is the subject of future investigations. The spectra 
exhibit a negligible intensity of the yellow emission band at both room and liquid helium 
temperatures. The dotted curve in Fig. 1 represents a low temperature PL spectrum of 
a GaN grown on a AI2O3. The linewidth is slightly less than for the GaN on NdGaC>3, 
however, the latter displays about twice higher PL efficiency. 

In summary, we have demonstrated a feasibility of new NdGaC>3 substrates for MBE 
growth of GaN layers. Additionally, we report a compatibility of a new type plasma- 
source with MBE requirements and it's capability to provide the growth rate up to 
0.5 /im/h. 

This work was supported in part by RFBR Grants as well as by Program of Ministry 
of Sciences of RF "Physics of Solid State Nanostructures". 
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In recent years a great interest has been generated in formation of semiconductor with 
nanocrystals, due to their unique properties resulting from quantum confinement in 
systems of reduced dimensions [1, 2]. For these materials there is a potential for 
fabricating optoelectronic devices and optical amplifiers. 

Polycrystalline silicon (poly-Si) film synthesis has been deposited on quartz, glass 
(Corning 7059) and Si (100) substrates by low temperature plasma-enhanced chemical 
vapor deposition (PECVD)using SiH4/H2 and SiF4/SiH4/H2 gas mixtures. The substrates 
were cleaned for 20 min, by nitrogen and hydrogen plasma respectively, just before the 
deposition of poly-Si films. The rf power supply was 20 W (at 13.56 MHz). The SiH4 

flow rate was maintained at 0.6 seem. The hydrogen flow rate was varied from 5 to 
46 seem. Using a SiF4 gas diluted with He (He: 95%, SiF4: 5%) the SiF4 was varied 
from 0 to 0.5 seem. The total gas pressure was 0.2 or 0.3 Tort 

The structural properties of the poly-Si films were investigated by means of x-ray 
diffraction (SHIMADZU XD-D1) employing a diffractometer with the slit width 0.1 
mm, set in the front of the detector. The XRD relative intensity was defined as the 
integrated area including the following corrections; the difference in film thickness for 
each sample was corrected using the x-ray absorption coefficient for Si, and the XRD 
intensity of a given texture was further normalized using corresponding x-ray intensities 
for Si powder. The average grain size, 8, in the depth direction was estimated from the 
half-width value of the x-ray spectrum by means of the Scherrer formula [3]. 

The volume fraction of crystalline phase, p, was estimated from the intensity of 
Raman spectra by the procedure proposed by Tsu et al [4], that is, a Raman spectra 
consists of two components: crystalline Si (c-Si) phase corresponds the spectral peak 
near 520 cm"1 and amorphous Si (a-Si) phase at around 480 cm"1. The p values were 
estimated from the intensity ratio of the above two components using the ratio of the 
integrated Raman cross section for crystalline and amorphous phases. The crystalline 
volume fraction for the films used was between 60% and 80%. 

Photoluminescence (PL) was analysed using a Jobin Yvon RAMANOR HG 2S 
spectrometer coupled with a cooled photomultiplier tube (Hamamatsu Photonics K.K.). 
The 488 nm Ar+ laser line with power ranging from 300 to 500 mW was used as the 
PL excitation source. 

The chemical structure for the surface region on crystallites was investigated by 
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means of Fourier-transformed infrared spectrometer (JASCO FT/IR-610). The density 
of given bonds can be estimated by the following way: 

ASiM ■ ^SiM-'SiM > (M = H orO) 

where ^iM is proportionality coefficient, I$M is the intensity of the SiM absorption 
spectrum with the given frequency v. 

Using low temperature PECVD of SiF4/SiH4/H2 gas mixture we produced the poly-Si 
films which contains hydrogenated nanocrystallites with different luminescent properties. 
Figure l(a,b,c,d) illustrates the relationship between PL spectra, Raman spectra, density 
of bonds for hydrogen stretching and bending modes, and average grain size as function 
of hydrogen flow rate, respectively. The temperature of deposition was 100°C. 

The PL peak energy of hydrogenated nanocrystals is sensitive to the deposition con- 
ditions. Figure 2 shows the increase of PL energy as function of average grain size under 
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different PECVD conditions. Each point in this results illustrates the correlation between 
the PL peak energy and average value of grain size. PL peak energy corresponds the 
energy band gap of crystallites and is result of the presence the small nanoparticles in 
left tail of size distribution. We can see that highest points in Fig. 2 are realized with 
low temperature (100°C) conditions. It is connected with wider size distributions with 
strong long left tail which contain a great amount of nanocrystallites. The increase in 
the deposition temperature causes the decrease of the PL peak energy. In this case, 
the band gap energy of the crystalline core state is lower than the ~ 1.65 eV interface 
state [5]. The size-dependent PL characteristics in hydrogenated nanocrystals is result in 
presence delocalized states in the Si crystalline core. It is obvious that as the crystallite 
size decreases the highest occupied state energy decreases and the lowest unoccupied 
state energy increases. By changing preparation conditions of deposition such as depo- 
sition temperature, hydrogen or SiF4 flow rates there is adjustable the size distribution 
of crystallites and their hydrogenation. The presence of dangling bonds would suppress 
the PL response. The termination of dangling bonds with hydrogen removes localized 
defect states from the energy range near the Fermi energy in the surface region on 
crystallites. 

Figure 3 shows the integrated PL intensity as function of average grain size. The 
calculated curves for the PL intensity were obtained by assuming the state-to-state spon- 
taneous transition probability and absorption coefficient [6]. Our PL response model 
involves absorption in the quantum confined Si cores, and emission due to transitions 
between states in terminated layers. The results of calculation according to the model 
are presented by solid lines in Fig. 3. In these calculated curves, the size dependence of 
the integrated PL intensity can be expressed in the following form: / ~ pexp(—ok/2) 
where p is proportional constant, and k = 1/cr2; a is standard deviation. The values of 
the standard deviation estimated from solid lines in Fig. 3 changed from a = 44.4 Ä 
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(curve 1) to a = 83.7 Ä (curve 5). We find a tendency that the standard deviation 
becomes larger as the deposition temperature decreases. However, at low temperature, 
highly efficient PL can not be found. This may be because high integrated PL inten- 
sity of films deposited at low temperature is realized due to the great spectral width. 
As a consequence, for high performance of the material the use of higher deposition 
temperature (200-300° C) and high hydrogen dilution ratio is more preferable, because 
the film which has small a value, which has a relatively small a value, will result in 
the PL response with narrow width of energy. Figure 4 shows the correlation between 
the width of PL spectra and value of a (which is estimated from different curves in 
Fig. 3). As seen in Fig. 4, the width of PL spectra decreases with decreasing a values. 
Therefore, we can suppose that spectral width of PL is proportional to the standard 
deviation of size distribution of crystals. 

In conclusion, we have synthesized poly-Si films with controlled size distribution of 
nanocrystals and sufficient luminescent properties. The correlation between structural 
and optical properties of the poly-Si films allows us to determine the optimal deposition 
conditions for preparation films with high PL response with narrow width of energy. 

The authors are indebted to Professor T. Shimizu for the use of Raman spectrometer, 
and also to Mr. M. Syed for his assistance with experiments. One of the authors (D.M.) 
thanks the Faculty of Technology, Kanazawa University where this work has been done 
for assistance and hospitality. 
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Molecular beam epitaxy (MBE) is one of the basic methods for low-dimensional struc- 
tures production. RHEED intensity oscillations being widely practiced as the method 
of growing surface control allow to determine thickness of the obtained film with an 
accuracy of one monolayer. However, oscillations damping with time and distortions 
of their shapes decrease the accuracy of thickness determination. Surface relief have 
a great impact on electronic properties of grown structures. But it's a cumbersome 
task to combine MBE technology with the direct observation of the surface during the 
growth process. Complicated shape of oscillations contains information not only on 
the number of growing monolayers but on the initial microrelief, evolution of this relief 
through the surface processes and the final morphology of grown layer. Relationship 
between RHEED oscillations shapes and microrelief of growing film is demonstrated. 

Simulation of MBE growth process was carried out by Monte Carlo method in 
assumption of the SOS deposition on the Kossel crystal (100) surface. Simulations were 
performed on the lattice with 160x 160 atom places for cyclic boundary conditions [1-2]. 
Surface step density oscillations along with a computer film demonstrating surface relief 
evolution during the growth process were obtained by simulation. Simulations of MBE 
growth processes on the vicinal surfaces with equidistant steps and echelons of steps as 
well as on the surfaces with initially formed two-dimensional islands at different effective 
surface temperatures were carried out. Surface step density oscillations of islands and 
steps in simulation process were compared with RHEED oscillations obtained during 
MBE growth of Ge on Ge(lll) [3]. The lowest temperature of the surface corresponds 
to the three-dimensional growth mode and the highest one to step-flow mode. 

Fig. 1 (a) demonstrates RHEED oscillations obtained during homoepitaxy of Ge on 
the surface with (111) orientation at various surface temperatures and the deposition 
rate equal to 2.5 nm/min. Step density as a function of deposited dose is represented 
in Fig. 1(b). Migration length was measure of the effective surface temperature. In 
our model migration length is defined by the number of diffusion steps per unit time. 
Increasing of the surface temperature is equivalent to a rise in diffusion step numbers 
that is increasing diffusion length. The maximum migration length used in simulations 
corresponds to the pure step flow mode and the minimum one to the two-dimensional 
island growth mode. Three-dimensional growth mode was not considered in this work. 

All results presented in Fig. 1 (b) were obtained by simulation on the stepped surfaces. 
Maximum terrace width L was 160 atomic units. Terraces could be separated by 
monoatomic steps, or by steps echelons of four monolayers height. Oscillations damping 
shapes were depended on the parameter L/l. Three bottom curves Fig. 1(b) correspond 
to echelon type initial relief For curves 1-2 parameter L/l > 1, so there were no step 
flow and no decay of echelons. Increasing number of the simulated curve corresponds 
to the increasing of L/l. For the curve number 1 L/l is so high that oscillations behavior 
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is similar to their behavior on the flat surface. For the curve 2 echelons are practically 
undecayed during growth process but one could observe shift of the lower step in parallel 
with creation behind it of the region depleted with islands. This causes rapid damping 
of oscillations through forming specific structure of island with asynchronous nucleation 
[4]. Increasing of L/l brings to echelons decay: appearance of narrow terraces free of 
islands with simultaneous decrease of the initial terrace width with two-dimensional 
growth taking place. This fact causes rise of the lower envelope of the oscillation curve 
through surface step density decrease (curve 3 Fig. 1(b)). Further increase of L/l 
leads to complete decay of echelons and formation of the surface with equidistant steps. 
Initial relief with equidistant steps of monolayer height corresponds to curves 4 and 5. 
For migration length / of about L/A one row of islands is continuously formed before 
moving step during growth process. One could see only one minimum in curve 4 
during first monolayer deposition. No oscillation in step density curve could be seen 
for L/l > 2. Some decrease in step density with time appreciable in curve 5 could be 
associated with kinetic roughness of steps. 

Surface relief formed due to coexisting of two growth modes during MBE process: 
two-dimensional island creation and step flow was considered. The reason of oscillations 
damping in chosen interval of parameters is not three-dimensional growth mode but 
creation of islands system reproducing in time named asynchronous structure [4]. The 
view of linear asynchronous structure is represented in Fig. 2(a). This type of surface 
relief corresponds to the curve 2 Fig. 1 (b) after damping of oscillations. In this structure 
islands arranged along the lines parallel to the steps were nucleated simultaneously, 
however in given monolayer islands near the top terrace were nucleated earlier than 
others, and near the low one — later. Thus asynchronous nucleation took place. The 
moment of nucleation as well as the size of the island depend on the distance between 
the nucleus and the step. Linear asynchronous structure reproducing its form apparently 
moves during deposition process. So its perimeter in the average is remained constant 
causing damping of oscillations. 

The top view of the surface corresponding to the curve 1 is represented in Fig. 1(b). 



NT.09p 309 

'U*f. 

Monte Carlo image     Schematic surface 
(a) Linear asynchronous structure 

Monte Carlo image     Schematic surface 
(b) Circular asynchronous structure 

Fig 2. 

The system of islands with increasing average radius as they move away from some 
center with vacancy-island could be seen in Fig. 1(b). Since islands near center with 
vacancy-island nucleated later than at the periphery due to the outflow of adatoms in 
vacancies such system of islands was named circular asynchronous structure. Circular 
asynchronous structure could be formed on the singular surfaces as well as on the vicinal 
ones with wide terraces without step flow Oscillations damping in the initial part of the 
curve 1 Fig. 1 (b) is accounted by the forming stage of circular asynchronous structure. 
Slightly damping oscillations observed late in time are characteristic of asynchronous 
structure of the circular form. Arrangement of such circular structures is maintained in 
every following monolayer. 

One could often observe nonmonotonic amplitude modulations of RHEED oscilla- 
tions in addition to their damping. Such type of distortions could be due to the initial 
relief which consists of steps of opposite directions and the coexistence of step flow 
and two-dimensional nucleation growth modes during growth process [5]. 

Simulation of MBE growth under changes of molecular beam intensity during de- 
position process demonstrates nonmonotonic amplitude distortions of step density os- 
cillations mentioned above. This type of simulations was performed for explanation 
of available experimental RHEED oscillations obtained during Ge/Ge(lll) deposition 
using two sources of different intensities [6]. Equivalent to variation of flux intensity in 
experiments is migration length variation according to the ratio / ~ (D//^1/4) [7] in 
simulations. 

a 

On 
GO 

Time Time (arb.u.) 

Fig 3. 

RHEED oscillations and step density oscillations under changing flux intensity during 
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growth process are represented in Fig. 3. (/] — initial flux, I2 — final flux, I\ < 72). For 
experimental and simulated curves one could observe similar oscillations shapes. After 
half monolayer deposition in low intensity flux large islands were formed on the terraces 
of simulated surface along with the creation of regions free of islands behind moving 
steps. Further deposition in higher flux results in simultaneous islands nucleation on the 
flat parts of the terraces and on the large islands grown earlier. Oscillation frequency of 
step density for these two systems of islands are different, that leads to the distortion of 
oscillations until the flux with intensity h will determine growth process. 

Thus the shape of RHEED oscillations is directly determined by the peculiarities of 
the surface morphology. Initial surface relief as well as its transformation during growth 
process influence on the oscillations shape. This allows in a number of cases just in 
the MBE process according to the shapes of oscillations to draw conclusions not only 
about the thickness of the layer but about its surface relief as well. 

This work was supported by the Russian Foundation for Fundamental Research (Grant 
No. 96-02-19032) and the State Program 012 "Surface Atomic Structures" (Project 
No. 95-1.2). 
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Abstract. A change in optical properties of conducting polydiacetylene THD (poly-1,1,6,6- 
tetraphenylhexadiinediamine) under doping has been investigated for the first time. Spectral 
dependencies of extinction coefficient were studied in the range 400-25000 cm"' either for non- 
doped PDA THD (with d.c. conductivity a < 10"9 S/cm) or for doped polymer at various 
doping levels (the ultimate value of conductivity is about 5xl0"3 S/cm). The obtained data 
allow to suggest that in PDA with conductivity a > 10"4 S/cm a high concentration of the 
charge carriers takes place. The observed sufficiently low macroscopic conductivity is attributed 
to the complicated hierarchy of structural units which is typical of polymeric materials. The 
results are compared to the corresponding data obtained for conducting polyacetylene. 

Introduction 

At the previous symposium (Nanostructures: Physics and Technology-97) we reported 
for the first time the electrical and noise properties of doped polydiacetylene-the only 
class of conjugated polymers capable of solid state polymerization. The conductivity 
of any conductive polymer has its origin in transport of a free carrier (soliton or bipo- 
laron) along a conjugated sequences in polymer molecules. These sequences can be 
considered as quasi-one-dimensional wires of 1.5-15 nm length (10-100 C=C bonds). 
The macroscopic conductivity of polymers depends on concentration and mobility of 
the carriers along the wires, as well as on the probability of the carrier "jumps" from 
one wire to another one inside of a separate fibril and from one fibril to another fibril. 
The experience in investigation of other doped polymers evidences that the only study 
of electrical behaviour of the doped polymer does not allow to estimate the relative 
contribution of the different processes to macroscopis polymer conductivity. 

In the present work for the first time the optical properties of a doped conducting 
PDA THD are investigated both in the vicinity of the edge of the intrinsic absorption 
and in IR region. Studying the extinction in the vicinity of the edge of the intrinsic 
absorption may give the independent information on the concentration of the charge 
carriers as a function of the doping conditions and doping level. 

The analysis of IR absorption spectra in a region up to 5000 cm"1 and the compari- 
son the obtained data with known spectra for conducting PA (see, for instance, [1]) also 
allows to get some additional information on the concentration of free carriers. Besides, 
these investigations enable one to follow the changes in a vibration spectra of initial 
polymer upon doping. 

1    Results and discussions 

In Fig. 1 (a) the spectral dependencies of extinction coefficient are shown for PDA 
THD doped to various doping levels in a region of 5000-25000 cm"1.   Solid line 1 
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Fig 1. Spectral dependencies at various doping levels: (a) for doped PDA THD and (b) for 
doped PA. (a): 1—the undoped PDA sample (a < 1(T9 S/cm), 2—a ~ 1(T6 S/cm, 3— 
a ~ 10"5 S/cm, 4—a ~ 10"4 S/cm, 5—a ~ 10"3 S/cm. (b): 1'—the undoped PA sample, 
2'—a = 20 S/cm, 3'—a = 50 S/cm, 4'— <r = 100 S/cm. [1], 1"— the dependence for PDA 
dispersed in PMMA matrix. 

corresponds to a spectrum of undoped initial polymer. Quantitative value of extinction 
coefficient has been calculated with regard to the density of PDA THD single crystals. 

It is known that the average length of a conjugated sequence in a polymer can 
be estimated from the value of the energy corresponding to extinction maximum: the 
energy corresponding to absorption maximum reduces with increasing of a conjugated 
length and reaches the ultimate value ~ 2 eV at sufficiently large conjugated length. For 
polyacetylene, for instance, E$ ~ 2.1 eV has been observed [1] (Fig. 1(b)). Analising 
the curve 1 in Fig. 1 (a) one can conclude that in the investigated PDA THD exposed 
to intensive mechanical disintegration an average conjugated length remains practically 
intact. 

From Fig. 1 (a) it is seen that with the increase of a doping level a longwave maximum 
is generated in a near IR region at E\ ~ EQ/2 , and the amplitude of this maximum 
grows with increasing doping. On the contrary, an amplitude of the maximum at 
E = EQ corresponding to the maximum for undoped material monotonically decreases 
with increasing of doping level. A picture is qualitatively resembles a change in optical 
absorption spectra repeatedly observed for polyacetylene upon doping (Fig. 1(b)). The 
comparison of these spectra allows to draw a conclusion that the doping mechanism 
of polydiacetylene and polyacetylene are qualitatively analogous. One should, however, 
pay an attention to a very important fact: in polyacetylene, a large scatter in the values 
of macroscopic conductivity (over several order of magnitude) is observed at relatively 
low conductivity, when the absorption at E = E0 remains significantly higher than that 
at E = E\. At the same time, at high level of doping, when the absorption at E = E\ 
exceeds that at E = E0 the macroscopic conductivity is always appears to be highly 
enough (er ~ 10-100 S/cm). The absorption at is = E\ for curve 5 (Fig. 1(a)) is equal 
practically to the initial absorption at is = is0 in undoped PDA THD and the absorption 
peak at E = EQ is suppressed at the great extent. Nevertheless, the macroscopic 
conductivity in PDA appears to be lower by a factor of 4-5 orders of magnitude than 
that in polyacetylene. Of course, even for one and the same material (polyacetylene) 
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Fig 2.   Spectral dependence of extinction coefficient of doped PDA THD for various doping 
levels. 1—the undoped sample, 2—a ~ 10-4 S/cm, 3—a ~ 10-3 S/cm. 

the scatter in conductivity may be of several order of magnitude for the same values of 
a(E\)/ a(Eo). Relative quantity of free carriers taking part in macroscopic conductivity 
may strongly (exponentially) vary depending on orientation of fibrils in a polymer, 
density of "fibrillar net", mutual disposition of polymer molecules and dopant chains. All 
things being equal, various portions of the carriers can be concentrated (in dependence 
on polymer structure) in the isolated clusters and "dead ends", or in conducting chains 
of an infinite cluster providing macroscopic conductivity. 

The data given above show that the common concentration of the carriers in PDA 
THD with the reached level of conductivity is, probably, not less than that in polyacety- 
lene with conductivity a ~ 10-100 S/cm (which corresponds already to "metallic" 
conductivity. Nevertheless, the ultimately reached value of conductivity for doped PDA 
THD is 3x 10-2 S/cm, i.e. significantly less than that for polyacetylene. 

The question arises which structural peculiarities of PDA is responsible for the large 
difference in conductivity. The analysis of SEM micrographs of needle-like PDA THD 
single crystals shows that the fibrils are perfectly aligned inside each single crystal. 
The order in fibril arrangement is much higher than that in "unoriented" polyacetylene. 
However, one should take into account two facts; first, the single crystals in a macro- 
scopic sample have been chaotically oriented; second, it looks from our preliminary 
experiments that a single crystal surface comprises the potential barrier hindering ex- 
change the free carriers between the neighbouring fibrils belonging to different single 
crystals. 

Thus, to the transport mechanisms (which is characteristic of polyacetylene), in 
PDA operates an additional one-intercrystalline transport between the fibrils belonging 
to different single crystals. There is a hope that more perfect disposition of microcrystals 
and "suitable damage" of intercrystalline boundaries will allow in the future to increase 
significantly the conductivity of PDA THD using the same doping technique. 

The spectral dependencies of extinction coefficient of PDA THD in IR region (400- 
4000 cm"1) are shown in Fig. 2. 
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A curve 1 is the absorption of original undoped polymer. As distinct to the spectrum 
of undoped polyacetylene [1], a spectrum of PDA THD demonstrates relatively small 
number of typical maxima of low enough intensity: a lot of types of vibration transitions 
permitted in polyacetylene, in PDA are forbidden by the selection rules. 

In the doped material (Fig. 2, the curves 2 and 3) the absorption bands typical of 
the original PDA THD are not observed. As distinct to polyacetylene, the doping does 
not lead to the appearance in a spectrum the new absorption bands. 

In a spectrum of doped PDA THD the "steps" in the region v ~ 625 cm"1, 
~ 1000 cm"1 and ~ 1800 cm"1 are well pronounced. A sharp growth of extinction 
coefficient is also observed in a spectrum of undoped PDA THD with increasing v 
higher than v ~ 625 cm"1 (Fig. 2, curve 1). There are not analogous peculiarities in a 
spectrum of undoped material at v ~ 1000 cm"1 and v ~ 1800 cm"1. The nature of 
these peculiarities are not fully clear by now. 

The increase of extinction coefficient in a longwave region is usually associated 
with the absorption on the free carriers. Actually, with increasing of conductivity of 
a polymer the absorption in a longwave region grows monotonically both for PA and 
PDA THD. Absorption in "classical" semiconductors differs, however, from conjugated 
polymers in that, the absorption a in conventional semiconductors (Si, Ge, GaAs a.o.) 
grows with increasing wave length A (a ~ A2). This is caused by a fundamental reason: 
lower the energy of photon, lower impulse has to get a "free carrier" from the lattice 
(phonons) or from the impurities in order to absorb the quantum of light. An opposite 
situation takes place for the polymers: for the majority of bands, the absorption drops 
with increasing wave length. For PDA THD this tendency is more distinctly pronounced 
than for PA. This also confirms the assumption that the majority of carriers generating 
upon doping is concentrated in isolated clusters and "dead ends". 

This work is supported by Russian Foundation of Basic Investigations (grant No. 96- 
03-32462). 
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Introduction 

Hydrogen is an important technological component for silicon surface passivation during 
the fabrication of metal oxide semiconductor (MOS) devices. In a recent development 
[1] deuterium has been substituted for hydrogen in the process of passivation. This 
resulted in the significant decrease of hot carrier degradation. Being isotopes, deuterium 
and hydrogen have vitually identical electronic properties. Therefore the significant 
difference in adatom behavior as observed in [1] must be related to the surface lattice 
dynamics. 

The significant difference in the isotope atoms behavior occurs not only under ex- 
treme nonequilibrium conditions but even in the equilibrium properties of isotope atoms 
on the surface. 

This paper deals with the calculations of the concentrations of adatoms H (or D) on 
the surface of Si which is in thermodynamic equilibrium with hydrogen or deuterium 
gas. 

The description of the equilibrium between the Si surface and the gas of molecules 
requires the knowledge of both the chemical potential of H(D) on the surface and the 
chemical potential of H(D) in the gas. Along with the electronic contribution, the chem- 
ical potential of the adatom has the vibration contribution which can be found from the 
lattice dynamics of the impurity atoms on the surface. The chemical potential of H(D) 
atom in the gas is known from the thermodynamics of two atomic gases. The equality 
of the chemical potentials of H(D) atoms on the surface and in the gas in the ther- 
modynamic equilibrium enable us to find the surface equilibrium concentrations of the 
adatoms. The difference of H and D surface concentrations results from the difference 
of H and D surface localized vibrations. It is shown that the surface concentration of 
D-adatoms is by 10 to 15 times higher then the concentration of H-adatoms. 

1    Dynamics of adatoms on the surface of Si 

In order to find the surface localized vibration frequencies, we consider the general 
form of the equation of the motion for the semiinfinite crystal with some adatoms 

(L-D)u = 0 (1) 

where L represents vibrations of the perfect crystal with the surface and D is the 
perturbation matrix of the adatoms, ü is the column of the displacement of all the 
atoms. 

For simplicity the nonreconstructed surface (100) of Si with the symmetry of the 
simple square is considered. We assume that the adatom of the mass M^> is bound 
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in the "on-site" configuration to the surface atom of Si with the mass M by the force 
constant 7/. Restricting ourself by the nearest neighbour approximation for the descrip- 
tion of the interaction of the adatoms with the crystal, one can get for the case of the 
low concentration of the adatoms the following characteristic equation for finding the 
adatom localized vibration frequency 

\-4^-iG^2)=^ (2) 

where w\ = 7'/M^H\ G(LO
2
) is the diagonal element of the Green's function matrix 

G = l-\ 
The Green's function G(to2) can be given in terms of the frequency distribution 

function of the perfect crystal go(io2) [2] 

Here go(io2) is normalized to the unity. The quantity LOL is the maximum frequency of 
the crystal with the free surface. 

Since the localized vibration frequency of the light adatom Lü\OC satisfying to Eq. (2) 
is significantly higher than the maximum frequency of the Si phonon spectrum, the 
main contribution in the integrant at to = LO\OC is given by the high frequency optical 
vibrations. Because the optical branches have the small dispersion, the important optical 
part of the distribution function could be approximated by a 5-function 

gQ(co2)^gT(co2) = 8(co2-co2). (4) 

Prom Eqs. (2)-(4) the algebraic biquadratic equation for the determination of the 
surface localized frequency LO\OC is obtained: 

ijü2(ijü2 +u>2) 

Using the numerical value of the force constant 7/ from [3] 7/ = 8.8 x 104din • cm"1, 
we calculated from Eq. (5) the following localized frequencies of H (or D) stretching 
localized modes: w£? = 2.34 x 1014 s"1 w$ = 1.70 x 1014 s"1. We note that w$ > 

u>l0J. These frequencies differ from the experimental data o4r 
= 3-96 x 1014s-1, 

u4r = 2.83 x 1014s-1 [4]. The discrepancy is apparently the result of our simple 
approximation. 

It is shown in [5] that the account of the next nearest neighbour approximation 
and of the noncentral forces would result in bending modes obtained along with above 
mentioned stretching modes. The experimental value of the double degenerate at F — 
point bending mode of H(D) on the surface of Si is u>beld = 1.17x 1014 s_1 [4]. Because 
the bending mode frequency is lower then the stretching mode frequency, stretching 
modes are the most important for the calculation of the partition function of the system. 
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2   Chemical potential of H(D) adatom on the surface 

In our case of the low surface concentration of adatoms they constitute a two-dimensi- 
onal dilute solution on the surface of Si. The vibrational part of the partition function 
of the solution can be given in terms of the frequency distribution function g(to2) of 
the crystal with adatoms on the surface 

AWH 
^cryst 

-^adatom • v^su rf      -/Vadat0m j • 
exp dU2g{U2)\n   2sinh 

m 
27 (6) 

Here NSW{ is the total number of the dangling bonds on the surface and Anatom is the 
number of the adatoms.   The combinatorial factor represents the possibility of inter- 
changing within both the occupied and empty surface sites. The frequency wmax is the 
maximum frequency of the vibrations for the crystal with adatoms on the surface. 

With high accuracy, the total frequency distribution function may be given by 

g(co2) = 3NSigQ(uj2) +Nadatom35(uj2 y
loc )• (7) 

Substituting (7) in (6) and using the equation for Helmgolz free energy F = -71nZ 
and the equation for the chemical potential of the adatom /iadatom = (dF/dNadatom)Ty, 
we get the chemical potential for hydrogen adatom 

„(H)_rl     (H) 
adatom 37 In 2 sinh ■ 

hio, 
27 £H, (8) 

and for deuterium adatom 

u(D)- 7 Inn (D) 37 In 2 sinh ^ 
27 

eD. (9) 

Because binding energies of isotopes are equal, en = £D and the difference of 
chemical potentials comes from the difference of localized frequencies wloc   ^ wloc 

only. 

3   Chemical potential of H(D)-atoms in the gas phase 

The chemical potentials of H and D atoms in the gas is obtained from the conditions of 
the chemical equilibrium for the reaction of H2(D2) dissociation and from the chemical 
potential of molecule consisting of two identical atoms [6]. 

u(H) 
r"gas 

1 
[TlnPa, CpTlnT CH27 + £o] (10) 

and 

ß (D) \[T\nPv2 cpT\nT ■CD27 + £O] (11) 

Here P\\2 (PD2 ) is the gas pressure, cp is the specific capacity at the constant pressure, 
CH2 = ln[(/H2A

5)(MH2/27r)3/2] and CD2 = ln[(/D2/fi5)/(MD2/27r)3/2] are the chemical 
constants of the hydrogen gas or the deuterium gas, respectively (/H2 and IQ2 being the 
momentum of inertia of the molecules), eo is the binding energy of the molecule in the 
gas. 
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4    Concentration of H(D) atoms 

The substitution of chemical potentials (8) and (10) for hydrogen or (9) and (11) for 
,(H) /4")and MS- deuterium in the condition of thermodynamic equilibrium /is

l
urf 

(D) /igas, respectively, allows to find the concentration of hydrogen atoms and the concen- 
tration of deuterium atoms on the Si crystal surface in the thermodynamic equilibrium 

„(H)        _  pl/2Tcp/2 
"adatom  — 1 H,   L 

(D)        _ pl/2Tcp/2 
"adatom  ~ 1 D2 

h5   V 27T 

h5  { 2ir 

3/2' 1/2 
,(H) 

3/2' -,1/2 
,(D) 

2£o — £H 

j£0 - £D 

exp   —'—7^-   exp   —-—       (12) 

exp-   '—^-   exp   -—    .    (13) 

Since the localized frequencies wloc and wloc satisfy the condition T < ftu>loc , hu>l0J 
and /H2//D2 

centrations 
MH2/MD2, one can get the following equation for the ratio of the con- 

(H) 
surf 
(D) 
surf 

5/4 

exp 3ft[4H) y
loc ,(D)1 Jloc J 

IT 
(14) 

It is seen from Eq. (14) that the concentration of deuterium exceeds significantly 
the concentration of hydrogen due to the difference of both the isotope masses and the 
localized frequencies. 

Using experimental values for localized frequencies of H and D we have found 
that the ratio of concentrations is about 15 at the typical technological temperature 
T = 700 K. 
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Abstract. We report associated high resolution transmission electron microscopy (HRTEM) 
and transport measurements on a serie of isolated multiwalled carbon nanotubes. HRTEM ob- 
servations, by revealing relevant structural features of the tubes, shed some light on the variety of 
observed transport behaviors, from semiconducting to quasi-metallic type. Non Ohmic behavior 
is observed for certain samples which exhibit "bamboo like" structural defects. The resistance 
of the most conducting sample exhibits a pronounced maximum at 0.6 K and strong positive 
magnetoresistance. 

We report the results of simultaneous investigations of the electric properties and struc- 
ture of nanotubes in the transmission electron microscope. The technique used for 
isolating an individual nanotube is qualitatively different from the other studies [1, 2, 3]. 
It allows studying in HRTEM the structure of the nanotube. The method consists in the 
following: a focused laser beam "shakes off" a nanotube from the target onto a sample 
with a S13N4 membrane covered with a metal film [4, 5]. A submicron width slit about 
100 /im in length has previously been cut in the membrane by focused ion beam; the 
nanotube connects the edges of the slit (see Fig. 1) and shorts the electric circuit whose 
resistance was over 1 GO, before the nanotube was "shaken off". In the following we 
successively discuss electron microscopy observations and transport measurements on 
a family of tubes indexed as AUJV, Snv, Bijv depending on the nature of the used metal 
contact. 

Most investigated nanotubes cannot be described only as perfect sets of coaxial 
cylinders, but exhibit defects which can affect the transport mechanisms. In particular a 
defect so called bamboo defect in the literature [6], has been identified in many cases: 
the inner shells of the nanotube are interrupted and separated by fullerenic semi-spheres 
while the outer shells remain continuous, (see Fig. 1A). The presence of such defects 
is indicated in Table 1. We will see that the presence of these defects affects transport 
properties when there exists a possibility of conduction between the outer and inner 
shells. 

We have tentatively separated the different temperature dependences observed de- 
picted in Fig. 2 in 3 main types of behavior: semi-conducting, (type U, IB) and quasi- 
metallic, (type II) which can be caracterized by the ratio aR between the values of the 
resistance at 100 K and 293 K, it is above 1000 for IA, of the order of 100 for IB and 
below 10 for type II tubes. 
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Fig 1. HRTEM on studied samples: A—partial view of a connected nanotube (only one metallic 
pad is visible). Some carbonaceous material, due to electron damage during observation, is visible 
on the surface of the nanotube. Inset: HRTEM of a bamboo defect. B—HRTEM picture of Sn2 
tube showing evidence of ordered stacking of zig-zag type shells. 

Table 1. Resistance and structural parameters of various nanotubes. <I>out,m and L are respectively 
the external, internal diameters and length between the 2 metallic contacts. 

Sample   $0ui,m    # of      L      Bamboo    R (fi)       OCR     Type 
name (nm) shells M defects 293 K 
Aul 25,7 26 2.1 No 1.0 106 > 103 

IA 
Sn2 40,3 55 0.33 No 2.1 104 > 105 

IA 

Sn5 25,5 29 0.45 Yes 2.5 106 > 103 
IA 

Au2 16,5 16 0.36 Yes 6.7 10' 140 IB 

SnlO 7,2 7 0.35 Yes 5.8 106 86 IB 

Snll 13,7 9 0.17 Yes 1.8 106 40 IB 

Bi4 12,4 11 0.4 Yes 2.8 104 1.2 II 
Au3 25,3 29 0.17 No 1.9 103 4 II 
Au4 26,5 31 0.33 No 2.0 105 6 II 

Type U and IB tubes exhibit a semiconducting behavior between 300 K and 200 K, 
with approximative exponentially activated temperature dependence of the resistance 
(see Fig. 2). All the gap values lie between 2000 and 3000 K, this reasonably excludes 
some contribution of the contact resistance to these gaps which are similar to values 
in amorphous carbon [7]. For each type IB tube, a saturation of the resistance around 
108 O is observed below 100 K. This saturation does not exist for type U samples. It is 
striking that all these IB tubes contain one "bamboo" defect and are also characterized 
by their strongly non linear I—V characteristics below 100 K [10] 

Type II tubes exhibit a "quasi-metallic" behavior. Their resistances increase more 
slowly than exponentially at low temperature, varying approximatively like \/Tx with 
x = 0.5 for Au3 and x = 2 for Au4 (see Fig. 2), a slower increase was observed 
for Bi5 [4]. We never see any increase of resistance at high temperature similar to 
what is observed in "bulk" samples of SWNT [8]. Note however that this type of true 
"metallic" behavior has only been recorded so far in "bulk" samples or ropes of SWNT 
and has never been reported for isolated nanotubes. On the Au3 sample we could also 
perform very low temperature transport measurements, shown in Fig. 3. The R(T) curve 
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Fig 2. High temperature resistance of the tubes, showing evidence of semiconducting behavior 
for most of them. Inset: Resistance of Au4 and Au3 samples on a wider temperature range, 
which exhibita power law increase at low temperature. 
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Fig 3. Low temperature resistance and in inset, magnetoresistance of the Au3 sample. 

exhibits a broad maximum around 0.6 K. The amplitude and position of this maximum 
vary drastically with the magnitude of magnetic field applied perpendicularly to the 
tube axis. It shifts to lower temperature with increasing magnetic field and reaches 
higher resistance values. Accordingly, one observes a large positive magneto-resistance 
approximatively linear in magnetic field (with a 50% increase for an applied field of 
4 T.) To our knowledge it is the first time that such remarkable features have been 
observed in the resistance measurements of nanotubes. 

One important issue for understanding transport properties of these nanotubes is the 
separation between the contribution of the most external shell, which is the only one 
directly connected to the metallic pads, and the possible contributions of internal shells. 
This is determined by the ratio 77 = Rext/Rt between the resistance Rext of this external 
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shell and the resistance R, connecting this shell to internal shells. We expect the value of 
R, to drastically depend on the spatial correlation between atomic positions in adjacent 
graphite planes which determine the overlap between ir orbitals perpendicular to these 
planes. The value of 77 may then fluctuate a lot between different nanotubes and also de- 
pend on temperature. We naturally expect that 77 <C 1 for (metallic) type II nanotubes. 
The combination of HRTEM observations and transport measurements suggests that 
77 <C 1 also for type U nanotubes. One convincing example is the Sn2 sample which, 
according to HRTEM observations, contains many zig-zag shells arranged in a nearly 
perfect graphitic order. According to theoretical predictions [9], depending of their di- 
ameter, we can expect that 1/3 of these shells are metallic. However the measured 
temperature dependence of the resistance indicates a semiconducting behavior. These 
two results can be reconciled if transport takes place in the semiconducting external 
shell of the tube and if there is no possibility of conduction through internal metallic 
shells. 

The situation is different for type IB samples, where Fig. 2 indicate a residual tunnel- 
ing conductivity at low temperature which scales approximatively like the surface of the 
inner section of the tube. A possible explanation of these findings could be tunneling 
on a metallic inner shell of the tube, behaving as a Coulomb island, separated from the 
metallic pads by external shells which are insulating at low temperature but however 
offer the possibility of electron transfer through high but finite tunneling resistance Rt. 
HRTEM observations reveal a complex situation with the existence of "bamboo" like 
defects [10]. 

In conclusion, simultaneous HTREM and resistance measurements performed on 
the same characterized samples, highlight the importance of internal structural defects 
when compared to the helicity parameters, in the mechanism of electron conductivity. 
We have also shown that the outer shell determines the resistance for most insulating 
or conducting tubes. Specific "bamboo" type defects could be identified which are 
fundamental for the understanding of intermediate behavior, where internal shells con- 
tribute to electronic transport through tunnel junctions. We have finally demonstrated 
that measuring transport properties of nanotubes is specially interesting at very low 
temperatures with the existence of an anomaly in the temperature dependence, highly 
sensitive to the strength of magnetic field. 
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for help and discussions. A. K. acknowledges the University of Orsay for an invited 
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Structures and electronic transport in nanoelectronic devices based on 
carbon nanotube complexes. 
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Abstract. The geometrical structure of and electron transport in carbon nanotube complexes 
are studied. A general method to construct theoretically three-tube unions for nanotubes of 
different types is developed. Then study electron packet evolution in obtained structures using 
semiempirical tight-binding model in 7r-electron approximation. 

Introduction 

Carbon nanotubes-tubulenes, discovered in 1991 by lijima [1], are molecular cylindrical 
surfaces which are close-packed with atomic carbon hexagons and are obtained by the 
thermal decomposition of graphite. They can be represented geometrically as the result 
of gluing a strip cut from a single graphite plane. Normally nanotubes are classified 
by two indexes i\ and fe, those define nanotube chirality and radii. Depending on the 
indexes, a set of atomic carbon structures with a wide spectrum of conducting properties 
is obtained — from semiconductors with gap widths of 0-2 eV to semimetals, of which 
graphite is a typical representative [2]. 

Using this fact, many authors have thought [3] that nanodiodes could be studied 
theoretically and then can be manufactured. This nanodiodes can be made of two 
carbon nanotubes of different indexes and different electronic band structure. Now 
there are some calculations about the conductivity of these structures [4], and there are 
also works with experimental data about point defects in nanotubes, but by now there 
are only a few number of them. 

We think that the next step could be investigating nanotransistors, and it is possible 
to imagine that they can be constructed by joining three tubes at the same end. Each 
one of this tubes may be equivalent to the different semiconductor type in a standard 
NPN transistor. In our situation, we can have two identical tubes (N zones) and another 
one with different chirality and band structure (P zone). 

1    Geometrical structure of the three-tubed connection 

We have developed a general method to construct theoretically this kind of three-tube 
unions in an easy way. Our structure will consist now in three tubes joined by a union 
(from now, the union) where we must place six heptagons, as the Euler's theorem says, 
but we don't know where. At least, we know that an heptagon placed inside a graphitic 
lattice produces a negative curvature in this surface, like in the schwarzites, and the 
points of the union with this kind of curvature are between the beginning of each pair 
of tubes. That is the reason why we can assume that the heptagons will be near this 
points. 
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Now, if we want to know if every union with 6 heptagons can lead to a global 
structure with three tubes, we must center our attention in the position of the heptagons 
near the points of negative curvature. We can always connect them by paths consisting of 
a certain number of carbonated rings, which can be pentagons, hexagons or heptagons. 
We may think that in our three-tubed structure we can connect the six heptagons by 
three paths (strips made of rings) glued at their ends, so each tube is held by two strips. 

As an example, in a knee tube (tube that presents a curved aspect, but it is really 
a pair of tubes with different chirality joined one each other) the structure has one 
strip connecting the pentagon and the heptagon (as in this structures we have the same 
number of heptagons and pentagons) which leads to both tubes. 

But we can make ourselves this question: How can this strip lead to two tubes? If 
we fix both ends of the strip, we will obtain a tube-like structure, to which we may only 
add hexagons to verify if a cylinder can appear. That is the same technic we already 
know to form a normal nanotube (we take a vector and superpose the two hexagons 
at the start and end of the vector) but it is more general. For example, in a strip made 
only of hexagons, we can superpose the two hexagons in the end of the strip in six 
different ways, by rotating one hexagon over another. It is clear that if we do this with 
only hexagons we will never obtain a tube, but a cone. But if we have heptagons or 
pentagons maybe it will be useful. 

Now, if we are going to study the different effects produced by heptagons and 
pentagons in these strips, we need to arrive to this conclusion: When we add hexagons 
next to the strips we must obtain tubes, and that is the reason why if we follow by 
continuity the orientation of the added hexagons, its change must be 0. 

So, if we locate an heptagon or a pentagon in the strip, we can do it in two different 
ways, 'up' and 'down', that means that the strip is curved upwards or downwards, 
respectively. We always fixed two arbitrary orientations at the end and at the beginning 
of the strip. For simplicity we take a specified one and we do it this way: We draw a 
path of hexagons, and we mark two parallel orientations at the end and the beginning 
of the strip. Then we substitute some of the hexagons by pentagons and heptagons in 
positions 'up' or 'down'. 

Within these specifications, it is easy to observe that the heptagon in the position 
'up' induces a turn of 0 and in the position 'down', a turn of 60°. 

Directly we can do the same with pentagons in positions 'up' and 'down', which 
produces turns of -60 in the position 'up' and 0 in the position 'down'. 

If we closed our strip the way we showed before, to obtain over and below the union 
two tubes, we need that the rotation induced becomes 0. It must be no a multiple of 
360, because this produces a different topology structure, like a plane, or a fulleren cup. 
We will return to this discussion later in our work. We can now write two equations 
that the structure must verify to lead to two tubes. Let ha, ha> the number of heptagons 
that produces a turn of 60 in the side a, and in a', and pa, pa> the number of pentagons 
that produces a turn of -60 in both sides. 

60(Äa -pa) = 0 

-60(ha, - Pa,) = 0. 

The conclusion is obvious: we must have the same number of pentagons and heptagons. 
We need this only for training to afford the construction of a union to glue three tubes. 
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With three tubes, the tubes will be formed by two strips, so we must take account 
of this in our equations. We must also be careful with the connections of each pair of 
strips, because in everyone there is a change of the references' orientation. 

When we go from one strip to another, if the references were chosen as we said, 
we can see that the reference turns an angle of 180 - a, where a is the angle between 
strips a and b in the first of the two hexagons that connect the three strips. (The same 
way ß and 7 are the angles between b and c, and between c and a. We will denote 
the angles in the other hexagon with a', ß' and 7'.) This is because the turn of the 
reference is the angle complementary of a. And if the reference is turned a certain 
angle, we must subtract this angle to our equations. 

These will remain like this: 

60(ha -Pa + hv -pv)- (180 - a) - (180 - a') = 0 

60(Äfe - pb + hc, -Pd)- (180 -ß)- (180 -ß') = 0 

60(hc -Pc + ha, - Pa,) - (180 - 7) - (180 - 7') = 0. 

If we use the fact that, if the strips are joined by an hexagon, the sum of the three 
angles (of each hexagon) is 360, we can conclude this: 

60(/^ + hB + hc - PA - PB - Pc) = 360 

where we denoted with fiA,hB and he the respective sums of ha and ha>, hb and hi,>, hc 

and hc>, that is the total number of pentagons and heptagons in the strips A, B and C. 
It implies an excess of six heptagons, as we previously knew, but the important fact is 
that we have found three equations that the union must follow to lead to three tubes. 

So, we can vary the position of the heptagons and pentagons in the strips, as the 
length of the strip in order to obtain different structures. Now we also know the rules 
we must follow to obtain three tubes. We also here propose a method to denote this 
kind of structures, describing the strips by its indexes and marking the positions of the 
pentagons and heptagons in them. 

2    Electron transport in nanotube complexes 

A characteristic feature of the energy structure of the valence electrons of a single 
graphite plane is the existence of 7r-electrons, whose states can be described by a sim- 
ple analytical model, at Fermi level; a -electrons at the Fermi-level have an energy gap of 
the order 10 eV. When a ideal tubulene is glued from a strip cut from a graphite plane, 
the perturbation of the a and 7r-electrons depends on the dimensionless parameter a/R, 
where a is the distance between the closest atoms in the graphite plane and R is the 
radius of the tubulene. For the tubulenes with a large radius this perturbation is weak, 
and accordingly the electronic spectrum of a tubulene can be obtained from that of an 
isolated graphite plane; this approximation is widely employed in the literature and is 
termed zone folding [2]. For tubulenes with small radii, the finiteness of the pertur- 
bation, which can result hybridisation of the 7r- and a -electrons, must be taken into 
account. However for simplicity we applied 7r-electron model in present investigation 
of electron transport in nanotubes and their complexes. The hamiltonian matrix is con- 
structed in semiempirical tight-binding model in nearest-neighbouring approximation. 
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We have applied before this model to calculate electronic structure and properties of 
ideal graphitic nanotubes [5]. 

The quantum state of 7r-electron in infinite carbon nanotube is classified by two 
quantum numbers, m — magnetic quantum number and kz — the electron impulse 
along the nanotube axis. Electronic state energy depends on nanotube radius, chirality 
numbers m and kz. In the elastic scattering on the nanotube connection the scattering 
amplitude depends on radii and chiralities of connected tubes. It may be calculated by 
numerical integration of nonstationary Schrodinger equation. It is necessary to make 
Gauss electron wave packet with fixed m on the one of the nanotubes. The packet 
length along the tube depends on dispersion of the impulse kz. Numerical integrating 
of Schrodinger equation in tight-binding approximation give us the packet evolution 
across the nanotube connection, so one may obtain the scattering amplitude. We use 
the norm-conserving numeric schemes based on Pade-approximation of the evolution 
operator on the each time step. This method allow us to calculate the electron transport 
in the complexes described before and in other more complicated structures those can 
be useful to construct nanodevices. 
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The most interesting phenomena in photonic band gap materials are the formation of 
photon-atom bound states and suppression of spontaneous emission from the photon- 
atom bound state [1]. Recently, Rupasov and Singh have studied the quantum elec- 
trodynamics of a two-level atom placed within a frequency dispersive medium whose 
polariton spectrum contains a energy gap [2]. They found that if the atomic resonance 
frequency lies within the gap, then the spectrum of the system contains a polariton-atom 
bound state with an eigenfrequency lying within the gap. The radiation and medium 
polarization of the bound state are localized in the vicinity of the atom. In photonic 
band gap materials, the existence of the photonic band gap is due to multiple photon 
scattering by spatially correlated scatters, while in dispersive media such as semicon- 
ductors and dielectrics, the energy gap is caused by photon coupling to an elementary 
excitation (excitons, optical phonons etc.) of the media. 

The aim of the present paper is to study the spontaneous emission rate of photons for 
III-V semiconductors doped with N two-level atoms. Here the two-level atom represents 
a quantum well or a quantum dot. Making use of the spherical harmonic representation 
and the dipole resonance approximation, we derive an effective model Hamiltonian 
of the system, which, in the limiting case of empty space, coincides with the model 
Hamiltonian obtained in the liturature. To find the self-energy function of the system, 
we diagonalize exactly the Hamiltonian in the one-polariton sector of the entire Hubert 
space. To study the spontaneous decay rate of the initially excited atomic states of the 
polariton-atom system, we consider the atomic resonance frequencies of the atoms lie 
either inside the polariton gap or the polariton continuous spectra. For N = 2, we found 
that the spontaneous decay rate and superradiant effects as follows. We consider the 
case in which one atom is in the excited state while the other is in the ground state with 
no polaritons present in the system and the atomic resonance frequencies of two atoms 
lie in the polariton continuous spectra. It is found that when the interatomic distance 
between the atoms becomes very large, the spontaneous decay rate of the excited atomic 
state is equal to that of the single atom case. For very small interatomic distances, it is 
found that the rate of spontaneous emission from the symmetric state is two times that 
of the single atom case. This phenomenon in quantum optics is called superradiance. 
For the polariton-atom system in the antisymmetric state, the spontaneous emission 
rate is found to be zero. This phenomenon is related to subradiance in quantum optics. 
Numerical calculations are performed for the spontaneous decay rate of an excited 
atomic state in GaSb and GaAs. Non-equilibrium and nonlinear effets have also been 
studied. 
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Abstract. Magnetization measurements on superconducting bulk samples and large radius 
cylinders had resulted in the Phenomenological London's theory that is found to be violated in 
recent magnetization measurements in superconducting mesoscopic discs that exhibit a non-linear 
Meissner effect. In this work we show that the Ginzburg-Landau (GL) eqn. can explain this 
non-linear Meissner effect both in quality and quantity. 

Recently Geim et al [1] used sub-micron Hall probes to detect the magnetization of thin 
(thickness down to d ~ 0.07/im) single superconducting Al discs with radius down to 
0.3 /im. For such systems the coherence length (£(0) ~ 0.25 /im) is comparable to the 
size of the disc and finite size effects are very important. With increasing disc radius the 
magnetization of the system first shows the behavior of a type II superconductor, then 
of a type I superconductor and by further increasing the disc radius multiple steps are 
seen in the magnetization which can be dubbed a multi-type I superconducting behavior. 
This behavior was explained by us [2] where we included the particular geometry of 
the system in the Ginzburg-Landau (GL) theory for superconductivity which is coupled 
to the Maxwell equations in order to take into account the bending of the magnetic 
field lines around the superconducting disc. The rich behavior seen experimentally is 
due to a competition between surface superconductivity, bulk superconductivity and the 
geometrical demagnetizing effects. 

Another striking effect seen in these systems is the non-linear Meissner effect which 
we will address here. For example, for the sample of radius R ~ 0.5/im the magneti- 
zation for small magnetic fields increases linearly with external field, as expected for a 
type I superconductor, but increasing the field above about 40 Gauss (for T = 0.4 K) 
the magnetization increases less fast with external field and strong non-linear behavior 
is observed. This remarkable deviation from London's theory will be explained here 
from the GL theory using our previous numerical approach [2, 3]. 

We fix the radius of the disc to be 0.3 /im, coherence length to be £(0) = 0.25 /im 
and penetration length A(0) to be 0.07 /im We plot the magnetization versus applied 
magnetic field for 10 different thickness d, in Fig. 1. The values oft = d/£(0) are shown 
in the figure. It can be seen that for t = 0.1, 0.2 and 0.3 the disc shows a second order 
phase transition to the normal state. Whereas for t = 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 and 1.0 
we find a first order phase transition to the normal state. The magnetization (multiplied 
by 0.5) as calculated from the Linearized GL (LGL) theory which is independent of 
the thickness of the sample is shown by dashed lines for the same R and £(0). 
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Fig 1. Numerically obtained magnetization versus the external magnetic field for a supercon- 
ducting disc for ten values of t = c//£(0) shown in the figure. Radius is kept fixed at = 0.3 /im, 
£(0) at 0.25 /im and A(0) at 0.07 /im. The dashed curve is obtained by solving the LGL eqn. 

Hence the finite thickness effect explains why a disc can sometimes show a first 
order and sometimes a second order phase transition to the normal state as is found 
in the experiment. For example, in Fig. 2, we show that a disc of R = 0.44 /im, 
d = 0.15 /im, £(0) = 0.275 /im and A(0) = 0.07 /im can exhibit a magnetization (in 
increasing magnetic field) like that of a disc whose magnetization was measured in the 
experiment and whose R was reported as 0.5 /im, d as between 0.07 /im and 0.15 /im, 
£(0) as 0.25 /im and A(0) as 0.07 /im. The large solid dots are the experimental data 
and the solid curve is our numerical calculation. The dotted curve is a tangent to the 
experimental data at the origin. So note that the coherence length has been changed by 
10% and radius by 12% to reproduce the experimental result. These are well within 
the errors of their experimental determination. The magnetization has been scaled by 
0.626/4-7T. A detector size larger than the sample size can underestimate the magnitude 
by a factor of 4-7T. The field distribution along a radial line starting from the center of 
the disc is shown in the inset for 11 values of the external applied field. The values of 
the applied fields is also mentioned on the curves. For the first 10 curves it can be seen 
that the field is minimum at the center of the disc. It increases drastically with distance 
from the center and becomes maximum at 0.44 /im which is precisely the radius of the 
disc. This means the field is strongly expelled from the center of the disc. The 11th 
curve (applied field=70.86 Gauss) corresponds to the critical field. 

Magnetization measurement on bulk samples and large radius cylinders had shown 
that in the pure Meissner state, the sample behave as a perfect diamagnet which means 
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magnetization is proportional to the applied field with a susceptibility of-1. This exper- 
imental observation lead to a phenomenological theory well known as London's theory. 
It can be seen from the magnetization measurement on discs (see Fig. 2) that London's 
theory is not valid for discs because the magnetization is proportional to the applied 
field initially but above 40 Gauss this linear behavior deviates strongly (i.e., it deviates 
from the dotted curve). The GL theory can explain this non-linear Meissner effect very 
well as can be seen from the solid curve in Fig. 2. Before analyzing this effect in detail 
first we want to point out that as the thickness is varied the critical field Hc at which the 
transition to the normal state occurs remains the same. This can be analytically argued 
in a very simply way. At the critical field the amount of flux contained by the sample is 
given by the critical field multiplied by the area of the disc. As at the critical field the 
LGL theory is as good as the GL theory. Hence the flux enclosed by the sample and 
the upper critical field is independent of the thickness as in the LGL theory. 

It can be seen from the inset in Fig. 2 that as the applied field is increased from 
0 the field only penetrates near the boundary of the disc (which is due to Meissner 
effect) but at the critical field it suddenly distributes uniformly over all regions inside 
the disc. The jump in the magnetization (corresponding to first order transition) occur 
due to this sudden redistribution of the field. In the LGL theory the field is always 
uniform at all applied fields and this sudden redistribution of field leading to a jump in 
the magnetization is absent. So the magnetization gradually goes to zero, resulting in 
non-linear Meissner effect as can be seen from the dashed curve in Fig. 1. Very thin 
discs (t = 0.1, 0.2, 0.3) have a similarly uniform distribution of magnetic field (due 
to large enhancement of penetration length with decreasing thickness) over the whole 
sample as in the LGL theory, and also show a non-linear Meissner effect resulting in a 
second order phase transition to the normal state. As we slowly increase the thickness 
of the disc the field will be expelled from the disc as in a cylinder. Hence beyond a 
certain thickness the disc will start showing a sudden redistribution of field and a first 
order transition to the normal state. 

Consider the magnetization curve for t = 0.4 in Fig. 1. Initially the magnetization 
increases linearly with the magnetic field. Beyond a point P shown in Fig. 1 there 
is a deviation from the linear behavior and the sample exhibits a non-linear Meissner 
effect. In discs thinner than t = 0.4 the magnitude of magnetization decreases, the 
point of deviation from linear Meissner effect and the peak value shifts to smaller fields. 
But since the upper critical field remain constant it does not exhibit a jump to 0 like 
that in LGL theory. On the other hand it can be seen that for thicker discs the non- 
linear Meissner effect is gradually disappearing. In the limit i.e., for cylinders the peak 
coincides with the critical field and and the jump occur directly from the maximum 
value and hence there is no non-linear Meissner effect [4]. Only in this regime London's 
theory is valid. Hence the non-linear Meissner effect is connected to the nature of phase 
transition. 

From Fig. 2 (solid curve) it can also be seen that even in the linear part of the 
magnetization curve the susceptibility is less than 1 in magnitude and so the sample 
is not a perfect diamagnet This is due to the finite size of the sample. Although the 
magnetic field decreases inside the sample in a finite size sample it never becomes zero. 
One can see from Fig. 2 (inset) that a large magnetic field is present at the center of 
the disc and it increases as the applied field is increased. 
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Fig 2. Our numerical solution (solid curve) and the experimental data (dark circles) for magneti- 
zation versus increasing magnetic field at 0.4K. The dotted curve is a tangent to the experimental 
data at the origin. The parameters used are given in the text. The inset shows magnitude of 
magnetic field along a radial line starting from the center of the sample, for 11 values of the 
applied field mentioned on the curves. 
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Abstract. It has been developed a generalization of the Kohn-Luttinger envelope-function 
method that is applicable for description of the electron and hole states in many-layer (001) het- 
erostructures, composed of related lattice-matched III V semiconductors, with atomically abrupt 
heterointerfaces. It was shown that additional contributions to the standard one-band effective- 
mass equations may be classified with powers of the parameter kamas. -C 1, where \jk is the 
characteristic size of the envelope function, and the length amax is of the order of the lattice 
constant. It was formulated a hierarchy scheme for the effective-mass equations, the «th level 
of which accounts for taking into consideration all corrections up to (temax)"- Zero level of the 
hierarchy corresponds to the standard effective-mass equations with position-independent effec- 
tive mass. On the first level of the hierarchy each heterointerface gives an additional <5-function 
contribution to the potential energy. Only on the second level the position-dependent effective 
mass appears as well as corrections for the weak non-parabolicity of the spectrum and spin- 
orbit interface interaction. At higher levels of the hierarchy non-local contributions appear, and a 
one-band differential effective-mass equation does not exist. 

Currently the question on applicability of the envelope-function (EF) method of Lut- 
tinger and Kohn [1] and the effective-mass (EM) equations for real nanostructures is 
discussed intensively [2]. There are several problems associated with the envelope- 
function method for heterostructures. The first one is whether the method can really 
be applicable when studied are the structures whose potential changes considerably on 
the lattice constant scale. As the matter of fact to researchers' attention the question 
has been overtopped with the second problem concerning the correct form of the ef- 
fective kinetic energy operator (KEO) in the effective-mass method, which is just the 
one-band EF approximation, when EM parameters are position-dependent. To avoid 
this second problem some authors prefer using complicated many-band EF schemes 
even when the simple one-band approximation would provide them with at least quali- 
tatively correct solution. Eliminating the KEO problem this way one still has a trouble 
with the first question. The main goal of the work is to derive simple EM equations 
for heterostructures taking into account abruptness of the heterostructure potential as 
well as position-dependent EM. Considered are the (001) heterostructures composed 
of related (band offsets are small as compared to the band gaps) lattice-matched III-V 
semiconductors. The presented below result is a kind of recipe, but the recipe based 
on a rigorous formalism of the Luttinger-Kohn EF method [2]. 

Generally, one-band EF equations (an equation for simple band and a set of equations 
for degenerate band) are obtained via a perturbation theory procedure. So there must 
be small parameters. When one deals with shallow states, the typical energy of which 
E is small as compared to the typical energy separation from other bands Eg, such a 

small parameter is JE/Eg. The small parameter may be put down as Xk; here k is 
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the characteristic wave number of the state in question, and A = 2hP/(moEg), where 
P is the typical interband matrix element of momentum and mo is the free electron 
mass. When the proper band edge EM m is mainly formed with the k • p interaction, 

we may adopt A ~ h/ JmEg. Another small parameter emerges when we face abrupt 

changes of the heterostructure potential. The parameter is ak, where a is the lattice 
constant. It is important that for a good deal of materials we have a ~ A (e.g. for 
GaAs A « 6 Ä). This is the reason why we should retain terms to the same order in 
these two parameters in the one-band EF equations. Now we are about to discuss the 
obtained EM equations. The equations are presented the way they govern electron and 
hole states in a (001) symmetric quantum well of width L in the absence of external 
potentials, and L = J\fa/2, where J\f is an integer. 

In the usual (bulk) EM equation [1] for electrons 

[f + V (z)] Fc = EFC, 

the KEO and potential energy have standard form: 
2 

ILuik = !^     Vhulk(z) = AEc{0(-z) + 0(Z-L)}, (1) 

where m is the bulk EM, AEC is the conduction band offset, Fc is the conduction 
band EE The function V\,u\k describes the rectangular shape of the conduction band 
QW. Allowing for k • p interaction with remote bands as well as terms arisen due to 
abrupt change of the potential at the heterointerfaces give an opportunity to classify 
these contributions with powers of the parameter kamm <C 1, where amax = max(A, a). 
We present the hierarchy scheme for the EM equations, where the nth level of the 
hierarchy accounts for taking into consideration all corrections up to (kamax)

n. 

Conduction band QW states near F point 

Oe) Zero level of the hierarchy for electrons. The effective Hamiltonian has "bulk" form 
(1), that is 

f(0) = fhulk;     F(°)(z) = Fbulk(z). 

We emphasize that at this (the main!) level of the hierarchy m(z) = const. 
le) First level of the hierarchy. As taken into account are terms having ak smallness, 

KEO does not change, and in the potential energy there appear 5-function corrections: 

f(r) = fbuik;     Vw(z) = Fbulk(z) + di{S (z) + S (z - L)}. 

The appearance of the two 5-functions at the heterointerfaces is due to abrupt change 
of the potential and corrections arisen as we describe the real (non-abrupt) form of the 
heterostructure potential with the Heaviside step-functions. The parameter d\ depends 
both on bulk properties of the structure components and the microscopic form of the 
transition region of the heterojunction (HJ), and generally differs for each different 
heterointerface. 

2e) Second level of the hierarchy. If we wish to take into account corrections of 
the order of (ak)2, (Xk)2 and (ak)(\k), we should deal with the equation where the 
concept of the position-dependent EM appears: 

f (2) = Im° (z) pm? (z) pma (z) + a0p4 + ß0 (Px
2
P>

2 + p2p2 + p2
Pz

2) ; 
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y(2) = y(l) + dl [p x „] . a{5 (z) _ 5 (z _ £)} 

Here m(z) is the position-dependent band edge EM, a0 and ßo are the weak non- 
parabolicity parameters, n is the unit Oz-axis vector, a are the Pauli matrices. The 
parameters a (for ß we have 2a+ß = -1) and cfe also depend on bulk properties of the 
materials of the structure as well as on the microscopic structure of the heterointerface, 
and should be different for each different HJ (we have a symmetric structure, so the 
parameters are the same for both HJs). The parameter c/2 originates from spin-orbit 
interaction, which is taken into account through the perturbation theory, the typical 
spin-orbit interaction parameter being considered to be of the order of the band offsets 
(the case takes place for a good deal of heterostructures). 

Now we present the reasons why one cannot achieve better accuracy for the one- 
band approximation in the framework of differential equations of finite order. Originally 
the many-band set of k • p equations is a set of k-space integral equations, and k-space is 
restricted with the first Brillouin zone. For shallow states one may use an approximate 
canonical transformation of the set (or another unitary perturbation scheme) and move 
onto the one-band EF approximation. It is important that not all k belonging to the first 
Brillouin zone may now correctly contribute to such an equation. The evidence comes 
from the following. For a bulk material one may use a series to present the spectrum 
e(k) of the states near F point. Such a series has a finite radius of convergence KQ, 

which is determined with the strength of the k • p interaction and proximity of other 
bands. The estimation gives KQ ~ 1/A. This way for the one-band EF equation k- 
space is restricted with radius KQ rather than the first Brillouin zone boundary. To 
obtain differential equations in r-space one should go beyond the k-space effective 
limits. The procedure would induce an exponentially small error if either potential or 
EF were smooth on the lattice constant scale. That would mean the Fourier transform 
of either potential or EF drops exponentially as k increases. But in our case we have 
abrupt heterostructure potential. One may see from all above that Fc is not smooth, 
in particular its second derivative has two discontinuities with the relative jumps of 
the order of unit. This means that if L is large enough, e.g. the conduction band EF 
Fourier transform ,Fc(k) oc l/(kz)

3. So, the principal error of the one-band method is 
(k/Ko)3 ~ (Ak)3. It is the error that does not allow one to reach better accuracy than 
that given with the second level equation. 

Hole QW states near T point 

The only difference between the EM method for conduction and valence bands lies 
in more complicated character of the EF equations for the latter case. This way zero 
hierarchy level of accuracy of the one-band EM method is plain. As for the second 
one, the proper equation has so many parameters, some of which depend on specific 
microscopic details of heterointerfaces, that in practice it would be useless, and similar 
equation for simple band could have probably satisfied the academic interest. So, we 
present the first grade. In this approximation the Hamiltonian for valence band states is 
a sum of the standard (bulk) 6x6 KEO matrix, and the potential energy 6x6 matrix. 
It is the latter that is presented below. We use the basis {\J,jz}} of eigenfunctions of 
the total angular momentum J and his projection jz, which are linear combinations of 



GPLDS.07p 335 

the r]5 valence band edge Bloch functions and spin. We adopt the following ordering: 

3   3\ 3 3\ 
3   1\ 3 1\ 1   l\ 

1 1 
2'2/' 2' 2/' 2'2/' 2' 2/' 2'2/' 2' 2 

and the phase agreement is the same as in [1]. So, the potential energy matrix is 

Pr8l V0CTy -iy/2Vc 

K°y VT,1 0 
iVlV^Uy 0 VYl\ 

(2) 

Here 
VT% = En + AC/r8{e (-z) + 9 (z -1)} + Xl{8 (z) + 5 (z - L)}, 

VVl = ETl + AC/r7{e (-z) + 9 (z - £)} + X2{<5 (z) + 5 (z - L)}, 

V0 = X3{S(z)-8(z-L)}. 

The notations are the following: ETii and £T7 are the F8 and F7 band edge energies 
of the well material, AC/rs and AC/r7 are the proper band offsets. Two parameters %i 
and X2 have the same origin as d\ for the conduction band case, and the parameter X3 
appears only as we correctly process the abrupt changes of the heterostructure potential 
(that means the parameter vanishes for smooth potentials). The last parameter defines 
in particular the strength of the zone center mixing of light and heavy holes [3]. 

In conclusion we presented three grades of accuracy that can be achieved in the 
one-band EF approximation, and this way formulated three hierarchy levels for the 
EM equations. There are effects that cannot be described using the zero level of the 
hierarchy, e.g. zone center light hole-heavy hole mixing in the valence band. There 
are also effects that can be dealt with only using the second-level equations of the 
hierarchy, e.g. spin splitting of the subbands when longitudinal electric field is applied 
(when the presence of the terms like the one proportional to dj is crucial), or some 
optical transitions. 

The work was supported by RFBR (project 96-02-18811), RFBR-INTAS (95-0849), 
the Federal Programs "Physics of Solid State Nanostructures" (96-1019), and "Surface 
Atomic Structures" (95-3.1). 
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Experiments concerning the high magnetic field suppression of the tunnelling current 
between 2DEG's [1, 2] have given rise to an intensive theoretical discussion [3] and a 
number of different models have been already proposed to explain the experimental 
findings. There is a general agreement that the observed suppression is related to 
Coulomb correlations between 2D electrons in a high magnetic field. The current 
understanding of the observed phenomena is far from the clarity and is the subject of 
intensive studies world-wide. 

In this work we report the first results on the tunnelling between two 2DEGs in a 
high magnetic field parallel to the current which was realised on a GaAs/AlGaAs/GaAs 
heterostructure with a single doped barrier at liquid helium temperatures and in mag- 
netic field up to 23 T. In this kind of structures two-dimensional electron accumulation 
layers with electron concentration N2D ~ (1.6 — 3.0) x 10n cm"2 are formed on both 
sides of the barrier due to the 20 nm thick barrier doping and are separated from highly 
n-doped contact regions by lightly n-doped spacer layers 70 nm thick. The main dif- 
ference between our and earlier experiments [1, 2] is the absence of a serial resistance 
along the 2DEGs. This would allow one to study the tunnelling conductivity in arbitrary 
magnetic fields including the case of integer filling factors when the current through the 
2DEG is carried by edge states. 

The current-voltage IV characteristic of this structure demonstrates negative differ- 
ential conductance (NDC) (Fig. 1, curve "a", labelled by arrow A) at negative bias 
without magnetic field and some features at positive bias (arrow B on the same Figure). 
The capacitance does not show any dependence on voltage bias. This means that ap- 
plied external voltage drops mainly across the barrier and gives us arguments to relate 
measured IV characteristics only with tunnelling between 2DEG's. 

We argue that NDC is due to the resonance between ground states of 2DEG's (0-0 
transition) and nonlinear increase in current at positive bias to the resonance between 
ground state of one 2DEG and first excited state of another one (0-1 transition). In 
this picture we presume that 2DEG's have different as grown electron concentration. 
Fitting of negative bias part of our IV data to simple theoretical expression [4] gives 
the difference of electron concentration in accumulation layers ~ 1.2 x 1011 cm"2. At 
voltage bias only few mV we have observed SdH like oscillations with only one period 
corresponds to N\^D ~ 3 x 10n cm"2. We relate this fact to the different energy 
broadening Y in electron layers and observation of oscillations from 2DEG with lower 
one. Estimation of energy broadening from magnetic field when SdH like oscillations 
in tunnelling current appear and from above fitting to theoretical expression for IV 
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Fig 1. Current-voltage dependences without (a) and at magnetic field 23 T (b). Curves are shifted 
verticaly for clarity. Arrows indicate pecularities on IV curve without magnetic field (Details in 
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Fig 2. Current-voltage dependences at magnetic field 20 T for different temperatures. 

characteristic around resonance gives T\ =0.6 meV and F2 = 2.1 meV. It should be 
noted here that energy broadening in our samples is much higher than in samples used 
before in work [1] and higher, but of the same order, than used in work [2]. 

In magnetic field parallel to the current higher than 15 T (y < 1) the IV characteristic 
are drastically changed (Fig. 1, curve "b"). We note that any spin splitting have not been 
observed in our structures. Now NDC appears at both voltage polarities. We assign this 
behaviour to the magnetic field induced resonance at zero voltage . Indeed, when only 
one Landau level is occupied in both electron layers the Fermi level in contact regions 
pinned Landau levels and both 2DEG's, in spite of the different electron concentration, 
are brought to the tunnelling resonance. The IV characteristics in a magnetic field are 
similar to ones observed in references [1, 2] but more asymmetrical. The tunnelling 
current is suppressed near zero bias. It can be seen from Fig. 2 where IV curves are 
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shown for 4.2 K and 10 K. We assign this behaviour to the manifestation of the electron 
Coulomb correlation tunnelling gap introduced by the magnetic field [3]. Dependence 
of the current peaks position on magnetic field show linear dependence (Fig. 3) in 
agreement with previous observation [2], but in contrast to the current theories [3] 
predicted Bll2 dependence. 

At first sight it seems that asymmetry of IV curves in high magnetic field is related 
to slight off-resonance of the system. Nevertheless we compare our results with IV 
characteristic functional form which expected for tunnelling gap and was well established 
in previous experiments [2]. This form should be / = /oexp — —, where A is the gap 
parameter. To our surprise we determined different Ap = 3 meV and A„ = 5 meV 
for positive and negative bias correspondingly. These can not be explained by slight 
off-resonance conditions and give some indications that tunnelling gap is determined 
by Coulomb interaction only in one 2DEG. An analysis of our data show that most 
likely the magnitude of the tunnelling gap which is of the order of Coulomb interaction 
correlates with emitter electron concentration, but additional analysis is necessary to 
prove this assertion. 

The suppression of tunnelling current by magnetic field have been observed when 
one of the 2DEG's is under exact v = 2 condition. An analysis of experimental data to 
understand the physical reason for this suppression are in progress now. 

Thus we have investigated the tunnelling between 2DEG's in a high magnetic field 
in the structure with pure vertical transport for the first time. High magnetic field 
induced resonant tunnelling between 2DEG's with different electron concentration due 
to the pinning of the last Landau levels by Fermi level in contact regions. This gave us 
opportunity to investigate and compare our research of the tunnelling current suppression 
in a high magnetic field near zero bias with previous ones. 

This work was supported by the National program "Physics of the Solid State Nanos- 
tructures" (grant 97-1057), INTAS-RFBR (grant 95- 849), RFBR (98-02-17462) and 
CRDF (RC1-220). 
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Resonant-tunneling diodes (RPD) based on wide band-gap II-VI compounds will hardly 
be able to compete ever with the well known devices based on III-V semiconductors, 
due to the relatively large effective masses of carriers and small available band off- 
sets. However, comprehensive understanding and proper use of the tunneling effects 
may result in important improvements and new concepts as regards to the optoelec- 
tronics devices like light-emitting diodes and injection lasers operating in the green 
and blue spectral regions. A particular shortcoming of the previously reported devices 
has been an enhanced carrier leakage over heterobarriers, resulting from insufficient 
band offsets of the available bulk materials. It has been recently suggested and ex- 
perimentally shown that a short-period superlattice (SL) used in the active region of 
ZnCdSe/ZnSSe/ZnMgSSe separate confinement heterostructure (SCH) lasers instead 
of the bulk wave-guide layers can significantly improve the electronic confinement [1]. 
Phis approach has allowed one to decrease the threshold power density of the room- 
temperature optically-pumped lasers down to 20 kW/cm2 at 490 nm. Po extend this 
approach to injection lasers, further research is needed, aimed at optimization of carrier 
tunneling transport along the SL axis. Another potential application of II-VI tunneling 
structures concerns bipolar RPDs which are currently considered to be perspective as 
high-speed electroluminescence devices [2]. 

In this paper, we present electrical and optical studies of ZnCdSe/ZnMgSSe/ZnSSe 
double-barrier resonant-tunneling structures and ZnSSe/Zn(Cd)Se short-period SLs, fo- 
cusing on their tunneling properties. All the structures are grown by molecular-beam 
epitaxy (MBE) pseudomorphically to a GaAs(OOl) substrate. Phe growth technique 
and conditions have been reported elsewhere [3]. Phe SL structures consist of a 
ZnSSe/ZnCdSe SL surrounded by thick layers of ZnMgSSe quaternary alloy. A wider 
ZnCdSe quantum well (QW) is embedded in the center of the SL. Phe Cd content in 
the ZnCdSe ternary alloy layers vary in different samples from 25% to 0% (pure ZnSe), 
however, for all the structures the SL parameters where chosen to balance carefully 
alternating compressive and tensile strains between the ZnCdSe and ZnSSe constituent 
layers in order to achieve the multilayer structure lattice-matched to a substrate as a 
whole. A double-barrier (DB) n — i — n resonant tunneling structure contains a 40 A 
wide ZnSe QW placed between 45 Ä wide ZnMgSSe barriers. Phe resonant structure 
is surrounded by the «-type ZnSSe:Cl buffer and contact layers, with 50 Awide spacers 
of undoped ZnSSe adjacent to the barriers. 

Phe temperature-dependent continuous wave (cw) and time-resolved (PR) photolu- 
minescence (PL) and PL excitation (PLE) spectra were measured to characterize the 
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SL transport properties. The low-temperature PL spectrum excited by the 351 nm line 
of an Ar ion laser demonstrates two lines comparable in intensity. Both cw PLE spectra 
and TR PL spectra (measured by streak camera with 15 ps time- resolution) enable 
one to attribute this lines to excitonic emission in the SL (the higher energy line) and 
in the wider QW. 

Fig. 1 displays integrated intensity of the lines as a function of temperature for the 
sample containing a 42-period (42 Ä — ZnSo.15Seo.85 / 12 Ä — Zno.87Cdo.13Se) SL 
with an embedded 70 Ä — Zno.87Cdo.13Se QW. The intensity of PL associated with the 
SL decreases monotonously with the temperature increase and disappears completely at 
about 100 K. In contrast to that, the dependence for the QW PL is non-monotonous with 
a peak value at about 70 K. Note that this line is well visible up to room temperature. 
To explain the PL behavior we calculated the band line-ups and confinement energies 
in the SL samples. For the sample of Fig. 1 the calculated miniband widths are 72 meV, 
9 meV and 104 meV for electrons, heavy holes and light holes, respectively. The lowest 
heavy-hole exciton is essentially localized in the SL wells due to the low heavy-hole 
mobility along the SL axis, which explains the dominant intensity of the SL PL at low 
temperatures. However, the bottom of the light-hole miniband in this structure is only 
5-10 meV above the top of the heavy-hole one, providing efficient thermal occupation 
of the light-hole states with the temperature increase. This process is responsible for 
the enhanced transfer of holes along the growth direction, followed by their capture in 
the QW and energy relaxation down to the lowest heavy-hole QW level. This agrees 
well with the temperature-induced increase in the QW PL intensity. At even higher 
temperatures the QW PL intensity decreases again due to the enhanced contribution of 
non-radiative recombination channels. This interpretation is also confirmed by measuring 
the PL decay time as a function of temperature. The SL PL lifetime decreases drastically 
down to 30-50 ps at 60-80 K, indicating fast temperature-enhanced tunneling escape. 
This behavior is generally typical for all the SL samples studied, while the light-hole 
activation energies reasonably depend on the SL parameters. 

Electrical measurements have been performed to proof the unipolar electron resonant 
tunneling transport in ZnSe/ZnMgSSe/ZnSSe DB heterostructure. Fig. 2 demonstrates 
a typical 300 K 1-V characteristic which involves a pronounced negative-differential- 
resistance region up to 300 K. Under the dark condition, the excitonic contribution to this 
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process is expected to be negligible due to the absence of holes in this unipolar structure. 
Under illumination, the I-V characteristic changes both due to the light-induced space 
charge redistribution and the exciton-assisted resonant tunneling [4], however, more 
detailed experiments are required to separate the two processes. 

In summary, we have presented design and studies of ZnSe-based QW tunneling 
structures grown by MBE, which are potentially suitable for different op to-electronic 
applications in green and blue spectral regions. The ZnSSe/Zn(Cd)Se SLs are found to 
be well applicable as highly-transparent hole emitters efficiently operating at 300 K due 
to the temperature-enhanced transport within the light-hole miniband. A pronounced 
room-temperature iV-shaped current-voltage (I-V) characteristic has been reported for 
the first time for the II-VI wide-bandgap heterostructures that offers a scope for further 
development of high-frequency optical oscillators and bistable devices. 
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The experiments on the observation of generation in the resonant-tunneling diode (RTD) 
in the region of ultra-high frequencies (up to 712 GHz, E. R. Brown et al. 1991) has 
demonstrated the perspectives for using of such structures as sources of generation. 
However, the observed output power of these generators was too small. The physical 
nature of such small values of the output power as well as the ways and perspectives 
to increase it remain still unclear despite a considerable number of theoretical works. 
Unfortunately, majority of these works employ numerical approach giving no way for 
their analysis. Developed analytical theories are phenomenological in essence. At the 
same time, the coherent system requires the rigorous quantum-mechanical description. 

The consequent quantum-mechanical theory of the coherent generation in the RTD 
is developed in the present work. Exact analytical solution of the set of equations 
describing the generation is obtained for the case of weak electromagnetic field. The 
expressions for the active and reactive components of the polarization currents are 
derived. It is shown that these expressions are essentially different from those obtained 
in earlier published works employing semi-phenomenological approaches. The analysis 
of results enabled one to elucidate the mechanism of generation in the RTD and to 
show that it is principal different from the generation mechanism in lasers. Moreover, 
the values of threshold pumping currents and generation frequencies were calculated. 
The dependence of these quantities on the structure parameters was determined also. 
The developed model gives one a possibility to estimate the optimal parameters of the 
structure as well as the perspectives of RTD-based generators. 
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Fabrication and electrical properties of the monolayer of oxidized 
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Abstract. A new method for the fabrication of 10 nm metallic granules is suggested, which 
is based on fission of liquid drops produced by laser oblation. A monolayer of such granules 
was deposited on the insulating substrate and then partly oxidized in air. It is shown that the 
conductivity of this layer, measured in lateral geometry, occures due to electron tunneling between 
oxidized metallic granules having the charging energy as high as 300 meV. 

Introduction 

Several techniques have been suggested [1, 2] to fabricate the structures comprising 
nanometer-size metallic particles separated by tunnel barriers. The conductivity of 3D 
[1], 2D [2], and quasi-ID [3] conductors made of such granulated materials have been 
studied intensively to show that single-electron charging energy of individual particle is 
one of the main parameter determining the transport properties even at relatively high 
temperature. As it follows from recent consideration [4], such materials are promising 
for the fabrication of single-electron devices operating at room temperature. In this 
work we report on new technique for fabrication of low size dispersion 10 nm Cu 
granules which were first embedded on the insulating substrate in one monolayer and 
then partly oxidized to form the inter-granular barriers of native Cu oxide. The I-Vs and 
temperature dependence of conductivity of such layer were studied in lateral geometry. 

1    Fabrication of experimental samples 

Used in this work the method of nanometer-size Cu granules formation is based on fis- 
sion of charged liquid metallic drops initially produced by laser oblation. The schematic 
of the experimental setup is shown in Fig. 1. The metallic Cu target was placed on 
rotating mount fixed inside the vacuum chamber (grounded) which was pumped down 
to 10-5 Pa. The DC voltage (3 kV) was supplied to the anode placed 7 cm apart from 
the target. The beam from pulsed AIG Nd3+ laser was introduced into the chamber 
through the side port and focused on the target surface to produce the power density 
about 109 W/cm2. Finally, the alumina substrate was fixed near the anode as shown in 
Fig. 1. 

The laser oblation of the Cu target results in flashing out the Cu particles with the 
dimensions wide spread in the range from the atomic size up to few microns. The 
largest particles (maternal drops) are liquid, which was checked in special experiment. 
These particles get charged in the plasma cloud and may become to be unstable if the 
Coulomb repelling force is higher than the surface tension. The instability threshold is 
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Fig 1. Schematic of experimental setup for Cu granules formation. 
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Fig 2. SEM image of fabricated monolayer (plan view). 

given by Rayleigh condition [5]: 

Q2 

16iraR3 > 1, (1) 

where a is the surface tension, R and Q are the radius and the charge of maternal drop. 
Charged up to Rayleigh limit (1) each maternal drop ejects daughter drops which are 
also unstable and produce the next generation of daughter drops. This proces of drop 
fission stops when the drop size comes to a certain minimum value. This final size is 
controlled by the rate of autoelectronic charge emission from the drop surface and is 
determined by the material work function. As shown in Fig. 1, the daughter drops are 
collected at the substrate surface. In our experiments the minimum size of Cu drops 
was about 10 nm and one monolayer of these granules was deposited. Certain amount 
of small (atomic size) Cu particles also reaches the substrate. 

When the structure was taken out from the vacuum chamber it was exposed in air 
during some time. In such a situation, the Cu granules (and the background of atomic- 
size particles) were naturally oxidized in the atmosphere. Thus, the structure containing 
Cu granules covered by native Cu oxide was formed. SEM image of the resulting 
structure is shown in Fig. 2 (plain view). As one can see in this figure the granules 
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Fig 3. I-V curve and temperature dependences of structure conductivity. 

have well defined size, about 10 nm, and they are dense packed, closely contacting the 
neighbors. 

Taken from the chamber, the structure was deliberately etched by Ar+ ions and then 
Cr contacts (400 x 400 /im2) were deposited on the top of the layer, the gap between the 
contacts being 5 /im. The conductivity of the layer was measured in lateral geometry. 

2    Experimental results and discussion 

The inset in Fig. 3 shows the example of dc I-V curve measured at 100 K. At voltages 
below ~ 10 V the characteristic is linear but at higher voltages the exponential-like 
behavior is observed. This voltage corresponds to intergranular voltage drop about 
kT at 100 K and thus separates so-called low-field and high-field regimes [1]. Fig. 3 
shows also the temperature dependencies of conductivity measured in low-field regime. 
The curve (1) was obtained after the same sample was kept in the room ambient 
during one week, while the curve (2) was measured just after the sample preparation. 
In both cases the temperature-activated conductivity is observed. The slope of curve 
(1) corresponds to the activation energy equal to 300 meV, which is associated with 
the charging energy of a metallic granule having the diameter and effective dielectric 
constant product de = 5 nm. In well-oxidized structure such granules may exist inside 
the oxide shell. As one can see in Fig. 3, the conductivity of as-made layer (curve 2) 
has strictly different behavior at low temperatures the conductivity is higher and the 
activation energy is small, about 30 meV (in the range 90-130 K). Apparently, at low 
temperatures the conductivity of as-made sample reveals the input of another transport 
mechanism. This mechanism may be electron hopping between some weakly localized 
states. We believe these states are associated with the background of small Cu particles, 
which "contaminate" as-made sample and disappear in due course of film oxidation. 
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3    Conclusion 

We have fabricated 2D layer of closely packed nanometer-size metallic granules. After 
appropriate oxidation of this layer, pure exponential temperature dependence of low- 
field conductivity was observed with the activation energy as high as 300 meV which 
is well consistent with the charging energy of metallic granules residing inside the shell 
of native oxide. Such a behavior of conductivity is assumed to result from very low 
size dispersion in the system, which is of particular interest for further design of single- 
electron devises. 

This work was supported in part by RFBR grant No. 98-02-18210, the Program of the 
Ministry of Science of RF "Physics of Solid-State Nanostructures" grants NN 97-2014, 
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In resonant tunneling structures (RTS) with type II heterojunctions such as InAs/- 
AlSb/GaSb RTS with a GaSb quantum well and GaSb/AlSb/InAs RTS with an InAs 
quantum well, the interband tunneling of electrons through the quasibound states in 
the valence band quantum well or holes from GaSb through the quasibound states in 
the conduction band quantum well occurs. These interband RTS showed sufficiently 
high values of peak-to-valley current ratio at room temperature [1], [2] and attracted a 
considerable attention of researchers. In papers [3], [4] the interband magnetotunneling 
in RTS made from InAs, AlSb, GaSb was investigated. In strong magnetic field normal 
to the interfaces, the interband tunneling current oscillations were observed conditioned 
by the interband tunneling through different Landau levels [3]. The magnetic field 
parallel to interfaces results in a considerable shift in peak voltage [4]. The interband 
magnetotunneling in InAs/AlSb/GaSb RTS in the magnetic field parallel to interfaces was 
considered theoretically in Ref. [5]. The aim of this paper is to investigate theoretically 
the interband magnetotunneling in structures with type II heterojunctions in magnetic 
field normal to interfaces. The transmission coefficients corresponding to the tunneling 
processes from the states of each Landau level with conservation and changing of 
the Landau-level index were calculated using the eight-band Kane model. We show 
that in the InAs/AlGaSb/GaSb RTS (see Fig. 1) the interband tunneling probability for 
transitions with changing the Landau-level index may be comparable with the interband 
tunneling probability with conservation of the Landau-level index, that can result in the 
additional peaks on the current-voltage (I-V) characteristics of these RTS. 

2 

1 

0 

50 100 
Position (Ä) 

150 200 

Fig 1. Conduction and valence band diagram of InAs/AlSb/GaSb RTS. 

We use the kp band model, which takes into account the coupling of the conduction 
band with three valence subbands exactly and neglects the higher bands to investigate 
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the interband tunneling processes in RTS such as InAs/AlGaSb/GaSb RTS, whose con- 
duction and valence band diagram is shown in Fig. 1. In this way we consider only the 
interband tunneling processes through the light hole states in the quantum well. These 
processes are dominant for the values of external bias, when the interband resonant 
tunneling processes through the light hole states can occur [6], [7]. We consider only 
the coherent tunneling neglecting the phonon-assisted processes, which can be essential 
in structures with thick barriers [8]. If the axis z is normal to interfaces, than an 8 x 8 
Hamiltonian can be written in the following form 

H (1) 

where 

H- ±=F 

/      Ec(z)       V2iPkz/V3    -iPkz/V3    Pk± \ 
V2iPkz/V3      Ey(z) 0 0 
iPkz/V3 0 Ey(z)-A(z)     0 

V Pk^ 

(2) 

Ey(z)J 

and 

H. ±± 

/ 0 Pk±/y/3 y/2Pk±/y/3 0\ 
Pk±Jyß 0 0 0 

V2Pk±/V3       0 0 0 
V      o o oo/ 

(3) 

Here k± = =pi(kx ± iky)/V2, kx = —id/dx, ky = —id/dy + \e\Bx/(hc), kz = —id/dz, 
Ec{z), Ev(z) are the conduction and valence band edges, A(z) is the split-off energy, 
P = -h2 < s\d/dz\pz > /mo, where s, pz are the basis states of the conduction and 
valence bands, mo is the free electron mass. We have supposed, that the magnetic field 
B is parallel to axis z, so that Bz = B, Bx = 0, By = 0; and the components of vector 
potential are: Ay = Bx, Ax 0. We use the same basis functions as in Ref. [9] and 
neglected g-factor of the free electron. Then the envelope functions obey the equations 

^Hijipj =Eiph 1,2,...,. (4) 

In (4) ipi is an envelope function, E is the energy. At the heterointerfaces should be 
continuous the following functions 

V>1, V2V>2-V>3, V>5, V/2V6-V'7 (5) 

to conserve the probability current density component normal to interfaces. 
The equation system (4) in a bulk material have two solutions for a given value 

of energy E and Landau-level index n with wave vector components kf and opposite 
average values of spin. For the first solution ipi j^ 0, ip5 = 0, for the second solution 
ips 7^ 0, ip\ = 0 [10]. In the conduction band these two solutions correspond to the 
states with spin s « ±1/2, respectively. In the heterostructure due to the spin-orbit 
interaction, the mixing at the heterointerfaces of the states with opposite spin orientations 
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Fig 2. Transmission coefficients versus energy. 

of Landau levels n and n + 1 occurs. So that electron from the state corresponding to 
Landau-level index n with spin parallel to magnetic field can tunnel not only into the 
similar state to the right side of RTS, but also into the state corresponding to Landau- 
level index n + 1 with spin opposite to magnetic field. Only the states with Landau-level 
index n = 0 and spin opposite to the magnetic field are not mixed with the other states. 

To investigate the interband resonant tunneling in the presence of magnetic field, 
we use the transfer matrix method. The transfer matrices were calculated to obtain the 
transmission coefficients for the transitions from the states with different spin orienta- 
tions, corresponding to each value of Landau-level index. The results of calculations for 
the InAs/AlGaSb/GaSb RTS under bias 0.05 V are presented in Fig. 2. The investigated 
structure contains two InAs contact layers doped by donors, two 25 Ä AlGaAs barriers 
and 50 Ä GaSb quantum well. The value of magnetic field is equal to 15 T We have 
used the same parameters as in Ref [9]. 

Curve 1 in Fig. 2 corresponds to the transitions from the electron states to the left 
of the double barrier structure with spin opposite to the direction of magnetic field 
corresponding to the value of n = 0 into the similar states to the right of it. Curve 2 
represents the transmission coefficient versus energy for the transitions from the states 
in the conduction band of the left InAs layer corresponding to the Landau-level index 
n = 0 and spin parallel to the magnetic field into the similar states to the right of 
tunneling structure. Curve 3 represents the transmission coefficient versus energy for 
the transitions from the states in the conduction band of the left InAs layer corresponding 
to the Landau-level index n = 0 and spin parallel to the magnetic field into the states 
to the right of the double barrier structure with Landau-level index n = 1 and opposite 
direction of spin. All these resonant tunneling processes occur through the light hole 
quasibound states in the quantum well. Due to strong mixing of the quasibound states 
in the valence band quantum well corresponding to the values of n = 0 and n = 1, 
resonant tunneling in the case of curves 2 and 3 occurs through two states in the 
quantum well with different spin orientations, which correspond to the same subband 
of size quantization. For this reason the dependencies T(E) have two peaks. This 
effect can result in the existence of the additional peaks on the I-V characteristics of 
the InAs/AlGaSb/GaSb RTS. 
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Abstract. The signature of exciton-exciton interaction in the four-wave mixing response at 
the fundamental excitonic resonance is investigated as a function of the localization strength 
in GaAs single and multiple quantum wells. The four-wave mixing is found to be dominated 
by signals induced by exciton-exciton interaction. For co-polarization of the incident pulses, 
excitation-induced dephasing (EID) is dominating the signal generation, while for cross-linear 
polarized excitation, the signal is generated from bound and unbound biexciton transitions. The 
relative strength of the EID compared to phase-space filling shows a maximum for localization 
energies comparable to the homogeneous broadening. The biexciton binding energy increases 
for localization energies comparable to or larger than the biexciton binding, while the biexciton 
continuum edge shifts to energies above the exciton resonance. Simultaneously, the binding 
energy gets inhomogeneously broadened, and the oscillator strength of the biexciton continuum 
is reduced by the quantization of the excitonic states in the localization potential. 

1    Introduction 

The role of exciton-exciton interactions in the nonlinear coherent response of semi- 
conductor nanostructures is discussed intensively in recent literature [1, 2, 3, 4]. The 
important role of the excitation-induced dephasing [5, 6] has been pointed out. The 
description of the nonlinear optical response by few-level models including bound and 
unbound biexciton states [4, 7, 8], as introduced by Bott et al. [1], has been compared 
with the solutions of the Semiconductor Bloch Equations beyond the Hartree-Fock ap- 
proximation [9, 10, 11]. For localized systems, the theoretical description using few-level 
models is the only one presently feasible. In the inhomogeneously broadened case, the 
excitonic as well as the biexcitonic four-wave mixing (FWM) signal is a photon echo 
[12, 13, 14]. The biexcitonic FWM shows a fast, non-exponential decay in delay time 
due to the inhomogeneous broadening of the biexciton binding energy [15]. Also, the 
average binding energy of the biexciton is enhanced by the localization [16, 17, 18, 19]. 

In this paper we give an overview over the influence of exciton localization on the 
EID and the biexcitonic spectrum. In the absence of localization, the biexciton spectrum 
consists of one bound and a continuum of unbound states [11]. The onset of the con- 
tinuum is at twice the exciton energy at zero center-of-mass motion (K = 0). In FWM 
experiments, mainly the bound state and the onset of the continuum is active due to the 
exciton K = 0 components of the respective biexciton states. The localized biexciton 
case can be compared to previous investigations on three-dimensionally confined quan- 
tum dot systems [20]. Here, one observes unbound (excited) biexciton states above the 
two-exciton energy [21, 22] additionally to the bound biexciton state [23]. In structures 
with statistical disorder, the random potential leads to localized zero-dimensional states 
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[19]. Consequently, localization should similarly lead to a quantization of the biexciton 
continuum. 

2 Samples and experiment 

We use a set of GaAs quantum well (QW) samples with well thicknesses between 4 nm 
and 25 nm, embedded in Alo.3Gao.7As barriers. They are grown by molecular beam 
epitaxy on nominally undoped (100) GaAs substrates, and are single QW (SQW) or 
10-15 period multiple QW (MQW) structures. We perform polarization-dependent 
transient FWM in reflection or transmission geometry with spectrally resolved, time- 
integrated detection. The incident pulses in the directions k] and k2 with m temporal 
separation were generated by a self-mode-locked Ti:sapphire laser at 76 MHz repetition 
rate. The pulses are chirp compensated and spectrally shaped to a duration between 
lOOfs and 3ps. The pulse spectra were adjusted to overlap the heavy-hole Is exciton 
and biexciton transition, while excluding higher resonances. The FWM signal in the 
2k2 - ki direction is selected spatially by pinholes and detected spectrally resolved by a 
combination of a spectrometer and an optical multichannel analyzer. The excited exciton 
densities are 1-5 x 109/cm2. All experiments are performed at 5 K lattice temperature. 

3 Results and discussion 

The polarization selection rules in FWM can be used to single out transitions from the 
ground state of the crystal |0) to one of the optically active exciton states X, or transitions 
from an X state to a biexciton state (bound XX or unbound XX*). The involved 
selection rules are derived from a five-level optical Bloch equation model displayed 
in either a circular-polarized or linear-polarized exciton basis [1, 14], as indicated in 
Fig. la,b. 

Using co-circular polarized ki and k2 pulses (a+a+), no biexcitonic transitions 
can be excited (Fig. la). The FWM signal is (cr+) polarized, and originates from the 
|0)-X transition. The corresponding FWM spectra (Fig. lc) show accordingly a single 
resonance with an inhomogeneous broadening Fx that is increasing with decreasing 
well width. 

In the nearly homogeneously broadened 25 nm SQW (homogeneous broadening 
2jx = 2h/T2 « 140 jixeV, Fx « 30 /ieV,), the FWM signal is a free polarization 
decay (FPD) for |TI2| < h/Tx- On the other hand, in the inhomogeneously broadened 
10 nm and 4nm QWs the FWM signal is a photon echo (PE), and is suppressed for 
T12 < —h/Tx [12]. We have confirmed the PE nature of the FWM signal by time- 
resolved FWM, and we do not observe the change from FPD to PE with delay time for 
cross-linear polarization as previously reported [24, 25]. 

The ((T+0-+0-+) signal can be in general due to excitation-induced dephasing (EID) 
[5, 6], Local field effects (LFE) [26], and phase-space filling (PSF). For the 25 nm 
sample, the signal does no show a step-like increase from negative to positive delay 
(Fig. lc), indicating that PSF, that is only active for positive delay, is not dominant. 
EID and LFE are distinguished by the beating with the two-photon coherence (TPC) 
at negative delay (Fig. 2a). The beating observed for (—>—>—>) polarization is largely 
suppressed for (—>f—>) polarization, thus excluding the polarization-independent LFE, 
and leaving EID as the dominant (a+a+a+) and (—>—>->) FWM mechanism. The 
weak beating for (—>f—>) polarization is due to a small LFE contribution. 
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Fig 1. (a)-(b) Schematic representation of the considered five-level system and its optical 
transitions for a circular (a) or a linear (b) polarized exciton basis. The transitions emitting the 
FWM signal P^ in 2k2 — ki direction are encircled, (c)-(d) Spectrally resolved FWM intensity 
as a function of TO for co-circular (a+a+a+) (c) and cross-linear (—>-t—>•) (d) polarization of 
the excitation and detection. Data for the 25 nm and lOnm SQWs, and the 4nm MQW are given. 
The logarithmic contour scale covers 3 orders of magnitude. The intensity scalings between the 
two polarization configurations are given. The photon energy is offset with the respective |0)-X 
transition energy Ex, and scaled with the exciton binding energy R*. The excitation spectra cover 
the displayed photon energy range. 

The EID changes character in an inhomogeneous system. If the EID is dependent 
only on the macroscopic density, it should vanish due to destructive interference within 
the inhomogeneous distribution and no PE is generated [6]. On the other hand, if the 
EID is dependent only on the microscopic densities, the EID generates a PE intensity 
with a quadratic delay-time dependence relative to the PSF signal. 

The observed signal intensity ratio between (->—>—>) and (—>f—>) polarization in- 
creases for a small inhomogeneous broadening (Fig. 2b) and always keeps larger than 
10. This shows that EID is the dominant FWM mechanism also in the inhomogeneously 
broadened case. However, the delay-time dependence of the time-integrated (—>—>—>) 
FWM signal at the exciton transition matches closely the expected response of the 
PSF in the inhomogeneous case, and does not show an additional T?2 dependence, as 
demonstrated by the fitted curves according to the PSF mechanism [12] (Fig. 2a). The 
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Fig 2. (a) Time-integrated FWM intensity at the 0)-X transition energy using (—>•—>—>•) (solid 
line) and (—>-f—>•) (dotted line) polarization for SQW widths as indicated. The data are vertically 
offset for each SQW width. Dots: fitted behaviour for PSF in presence of inhomogeneous 
broadening. The ratio between inhomogeneous Fx and homogeneous 2jx broadenings is given, 
(b) Signal intensity ratio between (—>•—>—>•) and (—>-t—>•) polarization at zero delay time (squares), 
and inhomogeneous to homogeneous broadening ratio Fx/27x (crosses) as a function of well 
width. The lines are guides for the eye. (c) biexciton to exciton binding energy ratio Exx/R* 
(diamonds) and ratio between the X-XX* and X-XX FWM intensity at a m = h/Exx (squares) 
as a function of the biexcitonic localization rx/EXx- The lines are guides for the eye. 

EID in inhomogeneously broadened systems is thus not described simply by neither of 
the above pictures. 

A possible description is given by an EID dephasing rate 7'(Ais), which is scaling 
with the inverse energy separation Ais-1 between two interacting subsystems within 
the inhomogeneous distribution. This results in an EID delay-time dependence similar 
to PSE Direct measurements of 7'(Ais) by FWM with an additional, spectrally narrow 
prepump [27, 28] are in agreement with this model. For large inhomogeneous broaden- 
ing, the EID contribution decreases (Fig. 2b). This might be due to the smaller exciton 
density of states D(E) or a smaller wavefunction overlap. A detailed analysis of the 
FWM processes in dependence of the inhomogeneous broadening will be published 
elsewhere [29, 28]. 

Using cross-linear polarized k] and k2 pulses (—>f), the FWM signal originates only 
from the X-XX and X-XX* transitions. It is (—>) polarized, and due to PSE We want 
to emphasis here that the X-XX* transition is different from the |0)-X transition, and 
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thus shows in general different oscillator strengths and dephasing times, even though it 
can have the same transition energy. Previously, the observed different dephasing times 
for co and cross-linear polarization have been explained by disorder induced coupling 
[30] or EID [5, 27]. 

The measured (—»f—>) FWM signal (Fig. Id) consists of two distinct resonances, 
namely the X-XX and X-XX* transition, with the relative energies EXx and Exx* to the 
|0)-X energy Ex- The total signal intensity is reduced by one to two orders of magnitude 
compared to (a+a+a+) polarization due to the missing EID contribution and due to 
the distribution of the exciton oscillator strength into two spectrally separated transitions 
(assuming here that the oscillator strength of the exciton is not changed significantly by 
the exciton-exciton interaction). 

In the 25nm SQW, the signal decay for m < 0 shows the dephasing of the XX 
(T2 = 7ps) and XX* (T2 = 6ps) states. An exciton dephasing with T2 = 9ps is 
deduced for m > 0, in agreement with the value found for (a+a+a+) polarization. 
The biexciton continuum edge transition X-XX* coincides with the energy of the |0)-X 
transition (£"xx* = 0). The respective homogeneous broadenings 27XX» = 220 /xeV > 
2TXX = 180 jixeV > 2jx = 140/ieV show that the biexcitonic states have a higher 
scattering cross-section. However, the scattering rate is not simply doubled, indicating 
that the spin-scattering of the excitons forming the biexciton is reduced. 

In the inhomogeneous broadened case with Fx < EXx (as for the 10 nm SQW), 
the two biexciton resonances are still spectrally separated. Note that here the energy 
of the X-XX* transition is higher than the |0)-X transition, i.e. EXx* > 0, showing that 
these transitions are in fact different. The biexcitonic FWM signals decay significantly 
faster than the exciton signal for (a+a+a+) polarization, which shows T2 times larger 
than 8 ps for all investigated samples. This is due to the inhomogeneous broadenings 
Txx(xx*) of the biexcitonic energy shifts £"xx(xx*), introduced by the disorder [15], 
as can be explained as follows. After the arrival of ki, the first-order polarization 
is propagating at the |0)-X frequency LUX- After the arrival of k2, the corresponding 
third-order polarization is propagating on the X-XX(XX*) frequency Wxx(xx-) until the 
emission of the PE. Since the frequencies of the two transitions (tox, ^xx(xx*)) are not 
perfectly correlated [12, 31] (i.e. there are no a > 0, and ß for which fkoxx(xx*) = 
aftwx + ß holds), the rephasing of the PE is incomplete, and the signal decay is 
determined by FXx(xx*) (assuming that the PE width is small compared to the dephasing 
times i.e. 7x, 7xx(xx*) < Tx). 

The (—>t—>) FWM signal again changes character for Fx > Exx (like in the 4nm 
MQW). The quantum beat between the X-XX and X-XX* transition now present in delay 
time because the PE duration is smaller than the beat period [14, 31]. Additionally, 
the X-XX* signal shows a reduced strength compared to the nearly free case, and the 
energy shift Exx* of the unbound biexciton is clearly visible. 

The FWM decay rate for both biexcitonic transitions is strongly increasing with 
increasing Fx (see Fig. Id and 2a). This shows that FXx(xx*) are increasing (assuming 
that 7XX(XX*) <C FXX(XX»), which is reasonable since 7X <C Fxx). The energy shifts 
£xx(xx*) of the biexcitonic transitions for various QW widths can be extracted from the 
FWM spectra for (—>f—>) polarization (see Fig. Id). The respective Fx gives rise to the 
increasing spectral width of the transitions with decreasing well width. An increasing 
Exx/R* with increasing localization is observed (see Fig. 2c). This results from a 
quenching of the zero-point kinetic energy of the exciton-exciton motion in the biexciton 
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[16, 17]. Simultaneously, the repulsion energy Exx* increases by approximately the same 
amount. This is due to the finite splitting between the ground and excited state of the 
exciton center-of-mass motion in the localization potential. The oscillator strength of the 
X-XX* transition is decreasing relative to the X-XX transition in the strong localization 
case Fx > Exx- We attribute this to the lower K = 0 component of the excited 
localized exciton state. 

4    Conclusions 

In conclusion, we have shown that the optically active biexcitonic spectrum in quantum 
wells is strongly influenced by a localization potential, which is inevitably introduced by 
the interfaces. With increasing degree of localization, the binding energy of the bound 
state increases, and the unbound biexciton state (biexcitonic continuum) is quantized 
to higher energies. This also creates an inhomogeneous broadening of the bound and 
unbound biexcitons energies relative to the corresponding exciton energy. As a result, 
the biexcitonic four-wave mixing signal shows a fast decay in delay time due to the 
incomplete rephasing of the photon echo. This explains previously observed strong 
polarization dependence of the FWM dynamics at the excitonic transitions as due to 
biexcitonic interactions. 
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Linear and nonlinear absorption of excitons with binding energies exceeding 100 meV 
has been observed at room temperature in GaAs, CdSe and InP quantum wires (QWRs) 
crystallized in transparent dielectric matrix (in crysotile asbestos nanotubes). The pe- 
culiarities of linear and nonlinear absorption have been explained by exciton transitions 
and by phase space filling of excitons in QWRs. The increase of the binding energy of 
excitons in QWRs arises no only due to quantum confinement but also due to dielectric 
enhancement of excitons [1]. 

As it is shown in [2]-[4] exciton transitions dominate in semiconductor QWRs 
— the abnormally strong concentration of oscillator strength becomes apparent at the 
frequencies of exciton transitions. 

The existing methods of semiconductor QWRs fabrication do not allow to prepare 
samples with a suitable volume and density of nanostructures for optical absorption and 
nonlinear optical absorption measurements without application of a near field optical 
microscope. We have used the samples prepared by the method [5], [6] that allows to 
fabricate the samples with high density of QWRs. The molten semiconductor material 
was injected and crystallized in the hollow cylindrical channels of crysotile asbestos 
nanotubes. The measured diameter of this channels is 4.8 nm (for most of them) and 
6 nm. The sample is a regular close packed structure of parallel crysotile asbestos 
transparent 30 nm diameter nanotubes filled with ultrathin crystalline GaAs, CdSe or 
InP wires. 

The linear absorption spectra of QWRs crystallized in crysotile asbestos nanotubes 
are presented in Fig. 1. We attribute the absorption bands ("hills") of these spectra to 
exciton absorption in QWRs and the background to the absorption of the bulk semi- 
conductor (part of the semiconductor material was crystallized between the nanotubes 
of crysotile asbestos). The measured energies of exciton transitions in QWRs (heavy 
hole-electron, light hole-electron excitons in GaAs and InP QWRs; the holes of A and 
B bands - electron excitons in CdSe QWRs) correspond to those calculated (arrows 
in Fig. 1) using a variational technique accounting for the effect of dielectric enhance- 
ment in the cylindrical QWRs. The calculated binding energies of excitons in QWRs 
surrounded by dielectric matrix (crysotile asbestos) exceed 100 meV. 

The increase of the binding energies of excitons in QWRs crystallized in dielec- 
tric matrix compared to the bulk semiconductor, two-dimensional system and one- 
dimensional semiconductor surrounded by another semiconductor with nearly the same 
dielectric constant arises not only due to the quantum confinement but also due to the 
dielectric enhancement. The attraction between electron and hole becomes stronger 
because of the great difference in dielectric constants of semiconductor QWR and di- 
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Fig 1. Linear absorption spectra for GaAs (a), InP (b) and CdSe (c) semiconductor quantum 
wires, crystallized in crysotile asbestos nanotubes. The calculated values of the energies of exciton 
transitions are shown by arrows for quantum wires with 4.8 nm diameter (full line) and 6 nm 
(dashed line). 

electric matrix. The great broadening of exciton absorption bands arises probably due 
to the size dispersion of crystallized QWRs (inhomogeneous broadening). 

Picosecond laser spectroscopy method (pump and probe technique — the mea- 
surement of differential transmission (DT) spectra using picosecond continuum as a 
probe beam) has been applied to investigate the physical processes leading to strong 
dynamic nonlinearities in semiconductor QWRs. It has allowed to exclude the back- 
ground caused by the linear absorption of the bulk semiconductor and to distinguish 
the changes of transmission that arise in the case of high density of the excited excitons. 
The DT spectrum of CdSe QWRs crystallized in crysotile asbestos nanotubes is pre- 
sented in Fig. 2 for different delay At between the pumping and probing pulses. Two 
bands of nonlinear absorption are strongly pronounced in DT spectra. We attribute the 
high energy band and its red shift at higher excitation to the saturation of the exciton 
transitions in CdSe QWRs and to the renormalization of the one-dimensional energy 
gap [7]. The bleaching of the low energy band and its blue shift may be attributed [8] 
to the Mott transition in the bulk CdSe (the vanishing of excitons due to the screening 
or phase space occupation) and gap shrinkage together with dominating band filling 
(Bursstein-Moss effect). 

The dominant effect responsible for the observed bleaching of the exciton absorption 
in the investigated semiconductor QWRs has been revealed — phase space filling. 

The great binding energies of excitons in QWRs crystallized in transparent dielectric, 
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Fig 2. The linear and differential transmission spectra for CdSe quantum wires crystallized in 
crysotile asbestos nanotubes. 

the possibility to change the energies of exciton transitions by changing the diameter 
of QWR strong and fast exciton nonlinearity open new possibilities for the creation of 
"excitonic" optoelectronic devices that may operate at room temperatures. 
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Abstract. 2D-3D transformation of excitonic states dimensionality with an external electric field 
parallel to the growth axis has been observed in GaAs/AlxGai-xAs single quantum well (QW) 
structures with asymmetric barriers. When the maximum of electronic wavefunction shifts to the 
lower barrier with field, the exciton binding energy starts to decrease. With further increase of 
field the transformation of 2D exciton to the quasi-3D exciton takes place. The latter involves a 
heavy hole in QW and an electron of resonant above-barrier state. 

Introduction 

The dispersion law E(k) for single QW structure with asymmetric barriers has been 
theoretically studied in our previous paper [1]. It was shown that the localized state of 
electron exists only within the limited region of wave-vectors (0,kc) in the layer plane. 
At k = kc 2D-3D transformation of electronic states dimensionality takes place and it 
is possible to control kc value and consequently the dimensionality of states by electric 
field. 

In this paper the experimental confirmation of this effect is obtained by photolumi- 
nescence (PL) spectroscopy 

1    Samples and experimental procedure 

Undoped QW of d = 10, 4 or 3 nm width inserted between top Alo.4Gao.6As and 
bottom Alo.06Gao.94As barriers of 10 and 30 nm width, respectively, were grown by 
MBE on semiinsulating GaAs substrates with 250 nm thick GaAs buffer layer. The QW 
widths were chosen so that in the former two cases (d = 10, 4 nm) the electron confined 
state in the well existed without external electric field while in the structure with 3 nm 
QW the electron state was no longer confined. One should expect in the latter case 
the 2D-3D dimensionality transformation of electronic state and corresponding exciton. 
The possibility to apply the electric field to the structure was provided by insertion of 
n+GaAs:Si layer of 50 nm in thickness after the buffer layer as a bottom electrode 
and by doping of top GaAs layer with Si impurity. The active layers of the structure 
were inserted between top and bottom n+AlxGai_AAs:Si spacers with x, thickness and 
doping level of 0.4, 30 nm, 6.5xl017 cm"3 and 0.06, 25 nm, (3-6)xlO16 cm"3, 
correspondingly. The doping levels of spacers were choosen to satisfy the flat band 
conditions without external electric field. 

The PL spectra were excited at 80 K by 488 nm line of Ar+ laser with the power 
density on the sample lower than 40 W/cm2. The spectra were analyzed by 0.82 m 
double grating spectrometer and detected by photomultiplier in photon counting mode. 
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Fig 1. PL spectra of structures with d = 10 (I), 4 (II) and 3 (III) nm. The shortwavelength 
parts of respective spectra are shown in the inset. 

2    Experimental results 

The PL spectra of the structures with d = 10, 4 and 3 nm are shown in Fig. 1. The 
common features in the photoluminescence spectra of these structures near 1.585 and 
2.07 eV are due to the contributions of lower and higher barriers respectively. Besides 
these features an intense peak of excitonic transition between the first space-quantized 
sublevels of heavy hole valence and conduction bands appears in the spectrum of the 
structure with 10 nm QW. Upon narrowing QW width down to 4 nm this peak loosens 
its intensity, broadens and shifts to the peak of lower barrier since the electron sublevel 
appears to be near the QW edge from the side of lower barrier. As for the structure 
with d = 3 nm the excitonic peak of QW is not detected and the corresponding 2D 
electron state doesn't exist. 

In order to trace the excitonic state evolution with monotonous variation of lower 
barrier height a semitransparent top metallic electrode was evaporated on the sample 
with d = 4 nm and the contacts were prepared to it and to the n+ buffer layer. As 
the negative voltage is applied to the top electrode the height of lower barrier decreases 
and the electronic state moves to the top of the barrier. The peak of corresponding 2D 
exciton in its turn moves to lower energies (curve W in Fig. 2) with the decrease of 
applied voltage. According to our calculations 2D electron state must dies out in fields 
corresponding to the voltage of —0.5 V, but excitonic peak under discussion still persists 
in the spectra. The point is that along with the shallowing of QW for electron the well 
becomes deeper for hole and hole localization increases with field. The Coulomb field 
of such hole localizes the electron and leads to the increase of effective depth of QW for 
the latter by few eV. This effect however can't explain the retention of excitonic state at 
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Fig 2. Experimental biass dependences of excitonic peak positions for lower barrier {b) and 
QW (W). 

voltages lower than -0.6 V. In the voltage range of —0.6-=- — 1.4 V the biass dependence 
of exciton peak energy becomes fiat. This dependence steepens after -1.4 V which 
is inherent for indirect transitions. The electric field breaks QW exciton in the region 
of —1.6 V while the 3D exciton of lower barrier is ruptured earlier at the voltage of 
-1.45 V (curve b). 

3    Theory 

For theoretical interpretation of the experimental results the Schroedinger equation for 
electron and hole with their Coulomb interaction was numeriaclly solved using the 
variational method. To take into account the above-barrier states, the model of quasi- 
continuous spectrum formed by the artificial infinite barriers was used (the barriers are 
situated well away from the QW). 

The variational function was chosen as: 

*ex(z/,,Ze,p) 
m—l 

am^„(ze)^
h(zh) exp(-ap), 

where ^e
m{ze)—the wave function of the m-state of electron spectrum, ^h(zh)—hole 

wave function, a—variational paramenter. Using this function allows one to take into 
account the hole Coulomb effect on the electron spectrum. The calculations show that 
the localized states of the electron and the hole are bound in 2D-exciton with the binding 
energy of ~ 8 meV without external field. With the decrease of the voltage applied to 
the structure the exciton binding energy is reduced. 

Approximately at Uc = -0.6 V the electron state localized in the well rises above 
lower barrier top and the exciton becomes indirect quasi-3D couple.  The transitions 
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from the HI hole state occure to the continuous spectrum on the electron quasi-level 
defined by the maximum of overlap integral between the linear combination of the 
electron wave functions related to the continuos spectrum and the localized heavy hole 
state. The behaviour of QW exciton at voltages above Uc (—0.6-=- - 1.6 V) is consistent 
with the existence of electron above-barrier localized states. The latter are related to 
the resonances in the continuos spectrum because of reflections at the heterointerface 
of Alo.06Gao.94As and the lower contact layer of n+GaAs. 
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Abstract. Level-anticrossing measurements in linearly polarized light and ODMR recorded with 
different microwave chopping frequencies allowed to distinguish between excitons with different 
dynamic properties and to study their spectral variations in type II GaAs/AlAs superlattices. 

Introduction 

Optical detection of magnetic resonance (ODMR) and exciton level-anticrossing (LAC) 
allowed exact determination of electron and hole g-factors and direct measurements of 
the exciton exchange splittings in both type II and type I GaAs/AlAs superlattices (SL) 
with sub-/ieV resolution (see [1-3] and references therein). The obtained experimental 
dependencies can be applied for characterization of the SL period and the QW width 
[4]. A direct link between the order of the exciton radiative levels and the interface, 
normal (AlAs on GaAs) or inverted (GaAs on AlAs), was established in [5]. The lowest 
radiative level is [110]-polarized for excitons at the normal interface and [110]-polarized 
for excitons at the inverted interface. This made possible separate investigations of the 
opposite interfaces in type II SL [6]. 

Since both ODMR and LAC signals are sensitive to the interplay of optical and 
microwave pumping, radiation and relaxation rates, these techniques can be applied to 
a study of exciton dynamics . In the present paper, we report on a LAC and ODMR 
study which demonstrates a variation of dynamic properties of excitons in type II SLs 
as a function of the emission energy and exciton localization. 

1    Experimental results and discussion 

Three SLs with the same nominal composition (1.73 A GaAs/2.65 A AlAs) were grown 
by MBE with the substrate kept at 620°C both without interruptions (sample P90) and 
with 30 s interruptions after AlAs layers (P91) and GaAs layers (P92). The actual 
composition of the samples was controlled by ODMR and Raman characterization. 
LAC was recorded by monitoring the [110] and [llO] components of emission. 24 and 
35 GHz ODMR spectra were obtained by monitoring microwave-induced variations of 
one of circularly polarized components of luminescence with chopping of microwaves 
at 10 Hz-100 kHz and a lock-in detection. 

At anticrossing of a highly populated non-radiative level with a depopulated radiative 
one exciton emission with the polarization corresponding to the radiative level increases 
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Fig 1. Emission spectra (curves 1), the ratio of the amplitude of "direct" LAC signals of the 
excitons localized at the normal interface to that for excitons localized at the inverted interface 
(curves 2) and the ratio of "indirect" to "direct" LAC amplitudes for excitons localized at the 
inverted interfaces (curves 3) in samples P90 (a), P91 (b) and P92 (c). T = 1.6 K. 

giving rise to a positive LAC signal which we call "direct". At the same time population 
of the another radiative level with the opposite polarization can decrease due to relax- 
ation, which produces a negative "indirect" LAC. Existence of such LAC signals [6] 
follows from the solution of rate equations derived in [7]. Fig. 1 shows emission spectra 
(curves 1), the ratio of the amplitudes of "direct" LAC signals for excitons localized at 
the normal interface to that for excitons localized at the inverted interface (curves 2) 
and the ratio of "direct" and "indirect" LAC signals (curves 3) for the samples P90, 
P91, P92. In the latter case the ratio is negative. Dotted lines are the emission spectra 
taken with a reduced spectral resolution which was used while detecting LAC. 

Curves 2 in Fig. 1 (a,b,c) show that in all samples excitons are preferentially localized 
at the inverted interface, the relative concentration of excitons at the normal interface 
increases with the decrease of the emission energy. The ratio of the normal to inverted 
excitons in the centre of the emission lines are 0.6 for P90 and 0.35 for P91. For low- 
and high-energy emission lines in P92 the ratio is about 0 and 0.5, respectively, i.e. 
there is no or very few excitons localized at the normal interface within the low energy 
emission line. Curves 3 in Fig. 1 (a,b,c) reveal changes in the interplay of the radiation 
and relaxation times. The effect of relaxation between the exciton levels which produces 
indirect LAC is more pronounced at the low-energy side of the emission lines in P90 
and P91. The relaxation effects are the largest for the low-energy line of P92. 

Different dynamic properties of excitons in SL grown with interruptions after GaAs 
layers were confirmed by ODMR. Fig. 2 shows ODMR recorded in P92 by monitoring 
cr+ and cr_ — emission components with microwave chopping frequencies / = 200 Hz 
and 100 kHz. Two ODMR lines marked as "exc." correspond to exciton electron spin- 
flips and are split by the exchange interaction [1-3]. The line in the center ("e") belongs 
to electrons in distant electron-hole pairs [1,2]. Microwave-induced resonant transitions 
between a more populated non-radiative exciton level and a depopulated radiative one 
increase emission from the latter (see inset in Fig. 2). At low chopping frequency 
magnetic resonance is detected as variation of both circularly polarized components 
of emission since due to relaxation "indirect" ODMR signals are observed.   At high 
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Fig 2. ODMR for two luminescence lines in P92 recorded with the microwave chopping frequency 
200 Hz (a) and 100 kHz (b) by monitoring the intensity of two circularly polarized emission 
components. Inset shows the exciton energy levels and resonant transition for low-field exciton 
ODMR line, v = 24 GHz. B // [0011. 

chopping frequency ODMR is manifested in one polarization as expected in case of 
slow relaxation. 

By choosing an appropriate microwave chopping frequency one can separate exciton 
and electron-hole recombination. Electron ODMR signal disappears at f > 1-2 kHz 
which implies longer radiative and relaxation times of such a recombination. 35 GHz 
ODMR of exciton holes was detected at / = 390 Hz and microwave power 400 mW 
while only "unbound" hole ODMR was seen at lower power (10 mW). 

The high-field ODMR signals of excitons obtained with / = 10 kHz are shown in 
Fig. 3(a). ODMR recorded within the emission line 1.865 eV is a superposition of two 
signals which belong to excitons localized at the normal and inverted interfaces. For 
both excitons there is no "indirect" ODMR in er- polarization. This means that the 
relaxation times are larger than the radiative times and modulation period. The low- 
energy emission line 1.848 eV belongs to excitons localized at the inverted interface 
in the region of monolayer-step GaAs islands [6]. The behavior of ODMR of these 
excitons is different: "indirect" ODMR disappears for / > 30 kHz only. This implies 
that for such excitons hole relaxation is much faster in agreement with the results of 
measurements of the "indirect" LAC signals. The reason of such a different behavior is 
still not completely understood and requires further studies. 

Spectral dependencies of ODMR are shown in Fig. 3(b). Although the resonance 
fields for excitons "norm" and "invl" coincide it is possible to resolve their emission 
lines since there is no ODMR in er--polarization for excitons "norm". 

In conclusion, LAC measurements in linearly polarized light and ODMR recorded 
with different microwave chopping frequencies allowed to distinguish between exci- 
tons with different dynamic properties and to study their spectral variations in type II 
GaAs/AlAs SL. A drastic difference in the exciton localization at normal and inverted 
interfaces and their dynamic behavior was found for excitons in a SL grown with inter- 
ruptions after GaAs layers. Exciton and electron-hole recombination was resolved due 
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Fig 3. (a) ODMR recorded with chopping at 10 kHz by monitoring two circularly polarized 
emission components within the peaks of emission lines in P92; (b) spectral variations of the 
ODMR signals. 

to their different characteristic times. Time-resolved ODMR measurements in which 
ODMR is detected with a time delay relative to the light excitation pulse seem to be 
very promising for an investigation of exciton dynamics and are in progress. 

This work was supported in part by the Volkswagen foundation under grant No. 1/70958 
and the Russian Foundation for Basic Research under grant No. 96-02-16927. 
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Abstract. In this paper, we present results of studying dynamics of nondegenerate (two-colour) 
photoreflection of the AlGaAs/GaAs superlattices. These results show unique potential of these 
methods (i) for identification of sources of inhomogeneous broadening of optically-active 2D 
excitons, (ii) for analysis of fine structure of excitonic states hidden in inhomogeneous broadening, 
and (iii) for determination of spectral distribution of probability of radiative annihilation of 2D 
excitons and its relation to structural disorder. 

Spectroscopy of quantum beats in 2D excitonic states 

Beginning from the pioneering works [1, 2], the spectroscopy of quantum beats (SQB) 
has occupied a stable position in the row of other methods of the superhigh-resolution 
spectroscopy [3], its merits being mostly associated with its capability of revealing 
the structure of excited-states hidden in the inhomogeneously (Doppler- or statically) 
broadened bands. 

For the SL, the ability of the SQB to detect hidden structure of the states can 
be interestingly revealed in the interference of the "bright" (B) (J = 1) and "dark" 
(D) (J = 2) HH-excitons. The structural defects induce an anisotropic potential of 
localization, which causes splitting of levels of the localized excitons [4, 5]. Thus, the 
spectrum of the quantum beats of a uniform ensemble of localized HH-excitons may 
contain up to six different frequencies. Preparation of coherent superposition of the 
B-and D-excitons with comparable amplitudes by direct optical excitation is impossible 
because of huge difference between dipole moments of the corresponding transitions. 
However, it can be produced by populating these states via recombination from optically 
excited states of the 2D (e-h)-continuum provided that this mechanism is characterized 
by the rates much higher than the highest frequencies of the quantum beats. The ac 
component of the differential reflectivity excited by this way, and the Fourier-transform 
(spectrum) of the quantum beats for the SL = 30 x (7nmGao.7Alo.3As/7nmGaAs) 
grown by the MBE technique with no growth interruption are shown on Fig. 1. 

A number of conclusions of principal importance can be drawn based on qualitative 
analysis of these results. First of all, interest is the fact itself that the quantum beats are 
detected in the subsystem of the "bright" and "dark" states. This, to the best of our 
knowledge, is, basically, the first direct observation of the process of quantum relaxation 
of states, having no alternative relaxation chanals. The second conclusion is that though 
the structure under study was grown with no smoothing of the hetero-interfaces, it 
contains a rather limited number of exciton-localizing potentials, which corresponds, as 
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meV 

Fig 1. Ac component of the differential reflectivity and its Fourier-transform. 

we belive, to few types of structural defects. The value of the symmetric exchange 
coupling «0.17 meV. The values of the asymmetric exchange splitting strongly depend 
on structure of the localizing defect and lie in the range between 0.015 and 0.08 meV. 
The third conclusion, which we consider to be also of great importance is that in 
the structures of this type the irreversible dephasing of the excitons at T < 10 K is 
determined only by the energy relaxation (F2 = 0.5Fi). This conclusion is based on 
the fact that the quantum beats of the photoreflectivity are damping in parallel with 
population decay of the excitonic states (see below). And, finally, one should pay 
attention to the fact that the first mode of SL splitting (0.65 meV) of HH-excitons is 
noticable in QB spectrum. It means that rate of phonon assistant transition with this 
energy is less than radiative relaxation rate of localized HH-excitons (~ 3 • 109 sec-1). 

Distribution of the radiative transition rates and coherence radii of HH-excitons in the 
GaAIAs/GaAs superlattices 

For ideal GaAIAs/GaAs SL-structures, the radiative relaxation rates are expected to 
lie in the range of 10u-1012sec_1 [6, 7]. In real structures, the elastic scattering of 
2D-excitons by impurities, fluctuations of composition, and nonuniformities of hetero- 
interfaces leads to smearing of low-frequency edge of the excitonic states density and 
confines their spatial coherence. In this case, the oscillator strengths of polaritons, 
which would concentrate, in ideal structures, in excitons with small 2D wave vectors 
£ex < £Phot, appear to be distributed over a wider range of the lower excitonic states 
[8]. The function of distribution of the oscillator strengths G(f) is a highly important 
characteristic of optical susceptibility and at the same time, as will be shown below, 
can characterize the quality of the SL-structure much more accurately and specifically 
then the HH-exciton's absorption bandwidth widely used for this purpose. The function 
G(f) can be determined by any method which allows to measure evolution of popula- 
tion of optically active excitonic states generated under their resonance excitation with 
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no cascade-type population processes, which may involve rather long-lived intermedi- 
ate states. In the method of nondegenerate differential photoreflection, this problem is 
solved by superposing the frequency of the pump fsec pulse onto the HH-exciton's ab- 
sorption band maximum and by shifting the probe pulse frequency to long-wavelength 
side. For orthogonal polarizations of the pump and probe light pulses, the signal of 
the differential photoreflection is controlled by two processes with characteristic depen- 
dences on time delay between the pulses fa. A part of the signal, we are interesting 
in, proportional to pex(t), characterizes amplitude variation of coherent scattering of the 
probe beam due to the pump-induced changes of population of the excitonic states. The 
second process is related to non-scalar interaction controlling the coherent four-photon 
scattering. 

Its dependence on fa virtually coincides with the correlation function squared K\2(fa) 
of the pump and probe fields. Both signals can be easily extracted from experimental 
curve 8R(fa) using the functional equality: pex(t) oc 5R(fa) - const\K\2(fa)\2- The 
dependences pex(t) obtained by this way for two SL (the nominaly pure SZ-i-(a) and 
Fe-doped SL2-(b)) and its multi-exponential fits: 

p(t) oc^J,exp(-P,0 
i=i 

are shown in Fig. 2. 
Where ^i =0.41, A2 

for SL2, r] =2.6-10u, 
0.32,^3 =0.27 for SLX and ,4 
= 1.7-1010, V] = 3-109sec -l 

(1) 

0,^2 = 0.05,^3 = 0.95 
We will interprete these 

results based on the simplest model of 2D excitons in systems with structural disorder 
and associate the lowest rate observed in the experiment (rimin = 3 • 109sec_1) to 
radiative rate of the localized excitons with coherence radius ÄCoh ~ «B = 12 nm. 
In this model, the ratio of the rates ri,/rimin is determined by the ratio of areas 
of optical coherence of the corresponding states: (RCOh/'OB)

2
- Thus the higest rate 

observed in experiment rimax = 2.6 • 1011 sec-1 should be associated with excitons 
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having Rcoti = 9CIB- The weights A, evidently specify relative amount of the structure's 
sites which form the states with a given F\. 
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Abstract. We develop a theory of exciton polaritons in three-dimensional quantum-dot lattices 
with the period comparable to the light wavelength. A system of the Maxwell equations and 
nonlocal material relation are used to derive the dispersion equation in a rather general and 
well-converging form. A possibility of analytical description of the dispersion is questioned and 
discussed. The photon band structure is calculated for a face-centered-cubic lattice with spherical 
dots of the radius exceeding the bulk-exciton Bohr radius. The dispersion along the V — X 
and r — L lines is characterized by a strong anticrossing between bare transverse photon and 
exciton branches and by remarkable overlapping band gaps. Approaching the U and W points 
the exciton-polariton branches converge and the gap becomes negligible. 

Recently van Coevorden et al. [1] have calculated the optical band structure of a 
three-dimensional (3D) lattice of resonant two-level atoms. They have solved numeri- 
cally the dispersion equation for light waves in a face-centered-cubic atomic lattice and 
demonstrated that, in the certain range of parameters, there exists an overlap of pho- 
tonic band gaps in all directions in the frequency region near the two-level resonance. 
Here we consider the photonic (or more precisely, exciton-polaritonic) band structure 
of lattices formed by a 3D periodic array of quantum dots (QDs). 

We start from the Maxwell equations 

AE - grad div E = - (—\  D , 

div D = 0 (1) 

for the electric field E and the displacement vector D. The nonlocal material equation 
relating D and E is taken in the form (see [2]) 

D(r) = efeE(r)+47rPexc(r) , (2) 

47rPCTC(r) = T(UJ) ^ *,(r) f *,(r')E(r>r' . (3) 
a '' 

Here a are the lattice translation vectors enumerating quantum dots, <£a(r) = $o(r - a) 
is the envelope function ^excise, i"/,;a) of an exciton excited in the ath QD at coinciding 
electron and hole coordinates: $a(r) = *erc(r, r;a). The other notations are 

T(u) = 2TT— — , (4 
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UJLT and aB are the exciton longitudinal-transverse splitting and Bohr radius in the 
corresponding bulk semiconductor, LO0 is the QD-exciton resonance frequency, Eb is 
the background dielectric constant which is assumed to coincide with the dielectric 
constant of the barrier material. In the following we neglect the overlap of exciton 
envelope functions *a and *a' with a ^ a' so that excitons excited in different dots 
are assumed to be coupled only via electromagnetic field. 

It follows from Eq. (2) that div E = —(4iv/eb) div Pexc which allows to rewrite the 
first Eq. (1) as 

AE + k2E = -4TT^ (1 + kT2grad div ) Pexc , (5) 

where k$ = to/c, k = korii, = torib/c and rib = \fzb~- 
We seek for Bloch-like solutions of Eq. (5) satisfying the translational symmetry 

EK(r + a) = exp (;'Ka) EK(r) where the wave vector K is defined within the first 
Brillouin zone. The exciton-polariton dispersion o>(K) can be shown to satisfy the 
equation 

Dti\\8aß-Raß(u,K)\\=0, (6) 

where a, ß = x,y,z, 8aß is the Kronecker symbol and, for QD lattices, 

/Q = J Mr)eiQrdr , Sa0 = 8aß - ^ , (8) 

b are the reciprocal lattice vectors and vo is the volume of the lattice primitive cell. 
Similarly to [1] we consider a face-centered-cubic lattice with the lattice constant 

a and the unit-cell volume vo = a3/A. It is convenient to introduce a dimensionless 
parameter P = (irV^c/aLOonb)3 and the dimensionless frequency O = to/too- The 
calculation is performed for spherical QDs with the radius R exceeding the Bohr radius 
aB in which case we have 

3/2 /2J?y/z singj? 
Q_7rUJ      QRW-{QR)2] (9) 

Then Eq. (7) can be transformed into 

Raß(n, K) = N^-j<raß(n, K) , (io) 

n    fo ,^_y/(|K + b|^)^(K + b) 
aaß{n,K)-^        02_02(K + b) - Öl) 

7T2 sinx 
X(TT

2
 — x2) 

(12) 

O(Q) = cQ/ujQrii,. Eq. (6) is equivalent to the three separate equations Rj(£l, K) = 1 
where Rj (j = 1, 2, 3) are eigenvalues of the matrix Raß. For high-symmetry points of 
the Brillouin zone, the symmetry imposes certain relations between the Raß components 
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Table 1. Dispersion equations written in terms of Raß for different K points in the Brillouin zone. 

K (2-K/a) Nonzero components of Raß   Dispersion equations 
r (0,0,0) Rxx=Ryy=Rzz Rxx=l 
X (0,0, 1) Rxx=Ryy, Rzz Rxx=l, Rzz=i 
L (1/2, 1/2, 1/2)   Raa=Rxx, Raß=Rxy(a ± ß) R^ - Rxy=\, R^+IR^X 
W (1/2,0, 1) Rxx, Ryy=Rzz Rxx=l, Ryy=l 
K (3/4, 0, 3/4)      RXX=RZZ, Ryy , RXZ=RZX Rxx±Rxz=l, Ryy=l 

=Rvx C/(1/4, 1/4, 1)       Rxx=Ryy, Rzz, Rx Rxx±Rxy=l, Rzz=\ 

3 
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Fig 1. Exciton-polariton dispersion near the exciton resonance frequency ooo in a face-centered- 
cubic lattice of spherical QDs characterized by the following set of parameters: P= 1.1, R/a = 
1/4 and U>LT/U>O = 5x 1CT4. The dashed lines show the photon dispersion in the empty lattice, 
i.e. for UILT = 0, the dotted horizontal line indicates the value u> = too- 

and the eigenvalues Rj can be readily expressed via these components as illustrated in 
Table 1 for the points T,X,L, W,K and U. 

Further simplifications follow taking into account a small value of the parameter iV 
in Eq. (10) since, in semiconductors, the ratio LOLT/LO0 typically lies between 10-4 and 
10-3. Then in the frequency region given by the condition |fi — 11 <c P1^ — 1 one can 
readily use the approximate equation O - 1 « (N/2)aj(l, K) where cry are eigenvalues 
of the aaß matrix. 

Fig. 1 shows the photonic band structure calculated for the dots of radius R = a/A 
and for P = 1.1, LOLT/LOQ = 5 X 10-4. The dispersion on the A line is characterized by 
a giant anticrossing between the branches of bare transverse photon and exciton modes. 
At the X point, the gap is determined by the separation between the longitudinal and 
lower transverse branches, it is still remarkable and exceeds 0.5^7-. However near the 
points U and W the excitron-polariton branches converge and the gap almost disappears. 
Note that the anticrossing can be described with a high accuracy by retaining in the 
sum over b in Eq. (11) the two terms due to b = 0, — (4-7r/a)(0, 0, 1) for the A points 
and b = 0, — (27r/a)(l, 1, 1) for the A points. 

The 3D QD arrays with periods comparable with the light wavelength (P « 1) 
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and with sizes exceeding the bulk-exciton Bohr radius could be grown artificially or 
by embedding semiconductor microcrystals into the pores of porous materials like the 
synthetic opal [3]. It should be mentioned that the developed theory takes into ac- 
count a contribution of only one exciton resonance which is valid if the separation 
between the exciton size-quantization levels is much larger than the bulk value of 
the exciton longitudinal-transverse splitting, LOLT. In the opposite limit of extremely 
large bulk-exciton translational effective mass one can use the local material relation 
D(r) = e(r, w)E(r) as it was done by Sigalas et al. [4] for phonon-polaritons in a 
two-dimensional lattice consisting of semiconductor cylinders. 

E. L. I. acknowledges partial support from Russian Foundation of Basic Research. 
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Studies of double quantum wells (DQW) have attracted considerable interest from 
both theoretical and experimental point of view. This interest is caused partially by the 
possibility to utilize the electronic properties of DQWs in various optoelectronic devices. 
Prom the other hand the physical interest arises from the considering the DQW system 
as a promising candidate to study excitonic properties with respect to the single-exciton 
problem as well as to the exciton-exciton interaction processes. The central point of 
physical interest in DQW is the study of indirect exciton (IX) transition (consisting of 
an electron (e) and a hole (h) localized in different quantum wells (QW) of the same 
DQW) which possesses a much longer radiative lifetime relative to the direct exciton 
(e and h are located within the same QW). This fact allows one to create the IX gas of 
high density even at moderate pumping intensities and as a consequence to expect the 
revealing on experiment of some interesting properties related to collective excitation in 
the IX gas of high density, which were predicted theoretically (see [1] and references 
therein). 

As concerns of experimental investigations, there are very few papers [2, 3] which 
report the revealing of collective phenomenon in the IX system, namely the reduction of 
the IX line width in GaAs DQW [2] and the observation of the huge broad band noise 
in the Hz range scale of the IX line integrated intensity in coupled QW of AlAs/GaAs 
induced by a magnetic field [3]. 

In the present report we study the IX line shape in photoluminescence (PL) spectra 
originating from the DQW of GaAs depending on the electric field value applied to 
the structure. We observe unusual IX line shape behaviour in the definite range of 
bath temperatures and pumping intensities and discuss our results in terms of possible 
revealing of the collective excitations in a dense IX gas which were predicted in [1]. 

Samples and experimental details 

The samples were taken from wafer NU 1117 consisting of 1 mm GaAs buffer layer 
followed by three DQWs. The structure was grown in Nottingham University (UK) 
by MBE at T = 630 °C on 0.4 mm thick (001) GaAs substrate. The thickness of the 
narrow barriers of Alo.33Gao.67 As between the QWs in DQW is 3.82 nm and that of the 
QWs in DQW differ by 2ML (0.57 nm) of GaAs with layer widths (QW/barrier/QW in 
nm) of 20.07/3.82/19.50, 10.18/3.82/9.61 and 8.20/3.82/7.63. In the present contribution 
we will concentrate on the results obtained on the DQW shown in bold. A constant 
electric field Kdc was applied across the whole structure (Fig. la) between two indium 
contacts deposited on the substrate surface and the sample's face with DQWs. The latter 
contact was made with single pin hole giving the possibility to collect luminescence 
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Fig 1. Experimental setup (a) and schematic band diagram of "indirect regime" (b). 
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Fig 2. PL 
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spectra taken at P = 1 mW and A = 765.2 nm (a): T = 4.2 K, Vdc = -0.5 V (1) 
-1.5 V(3) and (b): T = 1.8 K, VAc = -0.8 V (1), -1.3 V(2), -1.6 V (3). 

which was excited by the cw-Ti-sapphire laser (730 < A < 815 nm, max power P up 
to 100 mW) providing the below barrier excitation and laser beam was focused down 
to a spot of 0.1-0.2 mm in diameter. Bath temperature 7b was varied in the range of 
1.8 < 7b< 10 K. 

Experimental results and discussion 

Experiments were carried out in the "indirect regime" schematically shown in Fig. lb 
which is characterized by the lowest energy position of the IX relative to the DX in 
PL. In the regime of moderate electric fields (< 105 V/cm) across the DQW when 
quadratic Stark shift is negligible, DX line position should be electric field independent 
while that of IX should vary essentially with Vdc. This is clearly demonstrated by the 
data of Fig. 2 which shows Vdc influence on the PL spectra taken at 7b = 4.2 K (Fig. 2a) 
and 7b = 1.8 K (Fig. 2b). Indeed, with increasing Vdc value DX line and line of DX 
bound to the impurity (labelled as BDX) have the same spectral positions while IX line 
considerably shifts to lower energies, reflecting the exact value of electric field KDQW 

applied across the particular DQW under investigation. 
It is seen that at 7b = 4.2 K (Fig. 2a) IX line shifting to lower energies with 

increasing Vdc (and hence KDQW) has approximately unchanged spectral shape — its 
full width at half maximum (FWHM) slightly increases while at 7b = 1.8 K (Fig. 2b) 
IX behaves in a different way. Really IX line is wider at low and high Vdc (curves 1 
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Fig 3. The IX FWHM value versus its spectral position (reflecting the particular value of FDQW 

taken at P = 1 mW and T = 1.8 K. 

and 3 in Fig. 2b) and becomes considerably narrower at voltages in between (curve 2 
in Fig. 2b). This FWHM evolution at 7b = 1.8 K is clearly seen from the plot shown 
in Fig. 3. 

To understand this phenomenon let us consider how the changes in the external 
electric field (and hence in KDQW) can affect the FWHM of IX PL line. First of all 
the width of IX line in DQW is inhomogeneous and is determined by a wide range of 
transition energies of IX localized on interface potential fluctuations which are caused 
mainly by the well (barrier) width fluctuations in the samples of very high quality. In 
the samples grown with growth interruption the lateral (in plane) size of QW (barrier) 
width fluctuations LXA, is much larger than exciton diameter aex, so PL spectrum con- 
sists of several distinctly separated lines, originating from the recombination of excitons 
localized in corresponding parts of QW [4]. In the same time in samples grown without 
interruption of growth (as corresponds to our case) the LXtY and aex are of the same 
order [4] and hence typical PL spectrum consists of a single broad line. 

The dramatic narrowing of the IX line observed at Tb = 1.8 K (Fig. 3) with in- 
creasing KDQW (when spectral position of IX line shifts to lower energies) we attribute 
to a phase transition in the exciton system from a normal regime to a collective regime 
or condensed state which appears in the dense gas of IX. Indeed if the exciton system 
makes a transition to a new collective (condensed) state, which is characterized by a 
long-range order, the excitonic energy levels will be determined by a potential averaged 
over the size much larger than the diameter of a single exciton aex, and hence PL line 
broadening due to the interface roughness will be washed out which eventually lead to 
the drastic line sharpening. 

Our results demonstrate not only IX line narrowing (as it was reported in [2]) 
but also its broadening with further increase of Vdc (Fig. 3). Electric field applied to 
the DQW changes the overlap of the wavefunctions of e and h of IX in the growth 
direction and hence the radiative lifetime of IX TR which is inversely proportional to 
that overlap. This makes it possible to increase TR essentially (by increasing Vdc) and 
as a result to make exciton gas thermalized to bath temperature better. So the effective 
tuning of TR allows one to escape the problem of short exciton radiative lifetimes which 
usually is the main reason preventing exciton condensation to a new phase. Thus we 
conclude that the IX line narrowing is due to electric field induced increasing of TR. 

Evidently the formation of a new condensed state (revealing in our case as a line 
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narrowing) should be more favourable at lower temperatures which is in full agreement 
with our data (compare Fig. 2a and 2b). The reason why PL line broadens with further 
increase of Vdc is more complicated and can be understood on the base of theoretical 
calculations which were performed in [1]. Authors of paper [1] considered the system 
of IX in DQW and predicted the possibility of a new condensed phase appearance in 
definite range of parameters, namely the IX concentration (or the in-plane separation 
of two neighbouring excitons) and the distance D between e and h of IX in the growth 
direction (another words IX dipole moment eD value). This theoretical analysis shows 
that the main part of the energy of interacting IX system is given by dipole-dipole 
repulsion interaction though there is the definite range of parameters where the energy 
of IX system is decreased (comparing to the non-interacting excitons) and hence a 
new condensed phase is the lowest stable energy state of the IX system. We believe 
that this is the case when line narrowing takes place (Fig. 3). Further increase of Vdc 

inevitably leads to increasing of interparticle distance D of IX (and hence its averaged 
dipole moment) which leads to predominance of dipole-dipole repulsion interactions 
and this as a consequence breaks down the exciton condensed state. As a result IX 
line broadens and its FWHM acquires the same value (at high Vdc — or low energy 
spectral position) as it was before condensation (at low Vdc — or high energy spectral 
position) — see Fig. 3. 

It is important to note that huge oscillations in IX PL intensity were detected at 
Fdc's values which correspond to the sharp increase of FWHM (shown as vertical arrow 
in Fig. 3). These oscillations can be interpreted in terms of two phases (normal and 
condensed) coexistence in the IX system which should take place near the point of phase 
transition. It should be stressed out that the effect of IX line narrowing (at T = 1.8 K) 
is more pronounced at used pumping intensity P of 1 mW which corresponds to IX 
concentration of 1010cm~2 while it is still detectable at 0.25 < P < 5 mW At lower 
(higher) pumping intensities (IX gas concentrations) the in-plane interparticle distances 
are too long (short) to form a condensed state (as expected from the calculations in 
[1]) in a full range of Vdc values investigated. 

In conclusion we observed IX line narrowing (accompanied by huge oscillations of 
the IX line PL intensity) at T = 1.8 K in DQW of GaAs. This is believed to be the 
evidence of new condensed state formation in a dense gas of IX Altering the electric 
field strength allowed us to perform fine tuning of the IX radiative lifetime and its 
averaged dipole moment — the two crucial parameters which govern the condensed 
state appearance (at fixed IX gas concentration and bath temperature), another words 
the external electric field can be used as an effective tool to map out the phase diagram 
of a dense IX gas. 
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port of this work, to Prof Yu. E. Lozovik for fruitful discussions, to Mr. D. A. Mazurenko 
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Recently significant interest arose in semiconductor heterostructures with submono- 
layer (SMs) insertions of narrow gap material. Spontaneous formation of arrays of 
uniform two-dimensional islands has been demonstrated for II-VI and III-V materi- 
als systems [1, 2]. These structures, which can be considered as arrays of quantum 
dots (QDs) in view of the lateral sizes involved (about 4-5 nm) exhibit unique opti- 
cal properties: increase in the exciton binding energy due to lateral confinement, high 
photoluminescence (PL) efficiency and large oscillator strength [3] even for ultrathin 
coverages. Besides, it was shown that for stacked CdSe SMLs in an ZnMgSSe matrix 
lasing can occur without external waveguiding as a result of the modulation of the 
refractive index near the exciton resonance energy [4-6]. 

In this work we study optical properties III-V structures with SML InAs insertions 
in an AlGaAs matrix. Lasing under photoexcitation is demonstarted for the structure 
without external optical confinement. Lasing occurs on a low energy side of the exciton 
resonance at low excitation densities pointing to the importance of this structures for 
improved optical confinement in AlGaAs injection laser operating in the visiblel range, 
excitonic waveguides and self-adjusted microcavities. 

Investigated structures were grown by molecular-beam epitaxy on GaAs(lOO) sub- 
strate. First a 0.3 /zm-thick GaAs buffer has been grown followed by a 0.7 /zm-thick 
Alo.32Gao.68As layer. The active region comprised of 20 GaAs quantum wells of 1 nm 
width separated by 5 nm Alo.32Gao.6sAs spacer layers. The average Al composition 
of the active layer was only by 5 % lower than in surrounding matrix resulting in a 
strong penetration of the lightwave in the GaAs matrix if no resonant enhancement of 
the refractive index in the active layer is provided. InAs insertions having an average 
0.5 ML thickness were inserted in the centre of these GaAs quantum wells. From both 
side active region was confined by thin 10 nm Alo.4Gao.6As layers to prevent trans- 
port of carriers towards the surface and the semiinsulating substrate. A 100 nm-thick 
Alo.32Gao.68As layer followed by a 10 nm GaAs cap layer were grown on top. Growth 
temperature for buffer and cladding layers was 600 °C. Active region was grown at 
485 °C to prevent reevaporation and surface segragation of In. 

Fig. 1 shows PL, PL excitation (PLE) and optical reflection (OR) spectra of the 
investigation structures. PLE and OR spectra have features at energies of 1.761 eV 
and 1.801 eV denoted as QD1 and QW, respectively. As revealed in resonant PL and 
excitation density studies, the PL peak is composed of two lines. 

382 



LOED.01 383 

1.75      1.80     1.85      1. 
Photon energy (eV) 

Fig. 1. PL, PLE and OR spectra of the : 
tigated structure. 

1.641.661.681.701.721.741.761.78 
Photon energy (eV) 

1.80 

Fig. 2. PL spectra at different temperatures 
and excitation by light with photon energy 
1.85 eV (a) and different excitation densities 
(b). 

Temperature dependence of the PL spectra for exciting photon energy of 1.85 eV 
(a) and the excitation density dependence (b) of the PL spectra are shown in Fig. 2. 
Temperature variation in a range of 15-25 K results in significant changes in the PL 
spectrum. QD2 line intensity decreases with respect to the QD1 line and it shifts 
significantly toward smaller photon energies. The spectral position of the QD1 line is 
not changed. At low temperatures and low excitation densities QD2 line dominates in 
the PL spectrum (Fig. 2b). Increase in excitation density results in rapid saturation of 
the intensity of QD2 line and QD1 line starts to dominate. 

Investigated structure represents a stack of narrow GaAs quantum wells (QWs) with 
microscopic localization areas induced by InAs QDs. Existence of two peaks (QD1 and 
QD2) in the PL spectrum at low excitation density indicates formation of two types 
of QDs. Relative increase in the QD1 line intensity with respect to the QD2 line one 
points to low density of QDs responsible for QD2 line. Significant long wavelength 
shift of the PL maximum with temperature increase is typical for recombination via 
QDs states [7]. Increase in temperature leads to evaporation of carriers from small 
QDs which determine the short wavelength side of the PL spectrum. This results in 
significant (as compared to the temperature dependence of the band gap) shift of the 
PL maximum toward low photon energies. Narrow temperature range in which the 
QD2 PL spectrum changes points to low density of such QDs. On the other hand, 
the temperature shift of the QD1 line is close to the temperature dependence of the 
AlGaAs band gap pointing to high density of related states. QD2 states can be related 
to islands having two-monolayer height or to vertically-coupled islands. 

PL spectra are changed remarkably for excitation energy below and above 1.8 eV 
(Fig. 2a). Calculations of the heavy-hole exciton energy level in narrow GaAs QW and 
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Fig. 4. Temperature dependence of the 
threshold excitation density. 

the comparison of PL, PLE (e.g. step-like PLE behaviour at 1.8 eV) and OR spectra 
(sharp oscillation occurs at 1.8 eV) points that the states at this energy are related to 
the onset of the QW states. 

To study lasing the 1 mm-long Fabri-Perot cavity was cleaved. The luminescence 
was excited from the surface using a pulsed N2 laser beam focused in a stripe. Fig. 3a 
shows dependence of the integral PL intensity detected from the edge of the struc- 
ture versus excitation density. A strong enhancement of the slope efficiency occurs at 
800 W/cm2 (see Fig. 3a). We attribute this behavior to lasing, which is further con- 
firmed by the narrowing of the emission line (Fig. 3b). The lasing occurs at 1.750 eV, 
which is in the very vicinity of the exciton feature QDl in the OR spectrum (1.761 eV). 
Thus, lasing occurs via the exciton ground state in InAs SML QDs. The threshold ex- 
citation density at 15 K is 800 W/cm2. The calculated corresponding injection current 
density value is only about 200 A/cm2. This value of threshold current is an upper 
estimation due to unknown surface leakage of nonequilibrium carriers for their near 
surface excitation using ultraviolet laser. 

In Fig. 4 the temperature dependence of threshold excitation density is shown. 
At temperatures below 50 K the threshold excitation density is almost temperature- 
insensitive. This behaviour agrees with the QD nature of excitons trapped at InAs 
islands. Qualitatively similar dependence is observed for injection lasers with three- 
dimensional In(Ga)As/(Al)GaAs QDs [8]. At higher temperatures the threshold density 
increases exponentially with characteristic temperature of To = 30 K. Such an increase 
of the threshold intensity results from thermal evaporation of carriers from InAs SML 
islands to the QW continuum. The maximum temperature for lasing for maximum 
excitation density used in our experiment was 170 K. We note that the temperature sta- 
bility of the threshold density can be significantly improved by using wider gap cladding 
layers, narrower GaAs quantum wells, or by using a concept of vertically-coupled QDs. 
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To conclude, lasing without external optical confinement is demonstrated in III-V 
structures structures with InAs submonolayers in an AlGaAs matrix. We expect that 
these structures are very attractive for improvement of optical confinement in AlGaAs 
and InGaAsP lasers operating in visible spectral range, for creation of excitonic waveg- 
uides and vertical cavity lasers with self-adjusted cavity mode. 

This work was supported by the Russian Foundation of Basic Research and Volk- 
swagen Foundation. 
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Three-dimensional carrier quantum confinement in the active region has been pre- 
dicted to lead to remarkable improvements of characteristics of injection laser, i.e., 
ultralow threshold current density (.Ah), high characteristic temperature [1], increased 
gain and differential gain [2]. Significant progress is currently achieved in fabrication 
and studies of lasers based on quantum dots (QD) formed by the spontaneous trans- 
formation of highly strained layer into an array of three-dimensional islands [3]. Low 
threshold current density at room [4] and cryogenic [5] temperatures, extremely high 
characteristic temperature [6], and considerably increased material gain [7] have been 
reported. 

However, the areal density of self-organised QDs has been reported to be around 
~5x 1010 cm"2 [8], it means that only a finite number of charge carries can contribute 
to lasing. The finite density of states in QD array leads to the saturation of the optical 
gain at a certain value. This effect is the most strongly pronounced in a laser containing 
one QD plane in active region where the superlinear increase in Jth with output losses is 
observed [9]. Using vertically coupled QDs considerably reduces the gain saturation [9]. 

In the present work we report on the further increasing the maximum optical gain 
in a QD laser by directly increasing the areal density of QDs. 
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Fig 1. Plan-view transmission electron microscopy image of InAs (a) and InAlAs (b) QDs. 

Fig. 1 shows the plan-view transmission electron microscopy images of QDs formed 
by the deposition of InAs (Fig. la) and InAlAs (Fig. lb) layers on AlGaAs surface. 
The sheet concentration of InAlAs QDs is about 2 x 10n cm"2, which is much higher 
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Fig 2. Photoluminescence spectra of structures with QDs in AlGaAs matrix. 
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than that of InAs QDs possibly owing to the lower migration rate of Al atoms on a 
growing surface. We assume that using the effect of vertical alignment of QDs [10] we 
can considerably increase the density of the QD array by depositing first InAlAs QDs 
followed by In(Ga)As QD planes. Since the bandgap of InAlAs is much larger than 
that of In(Ga)As, the optical transition energy in the QD array will be determined by 
In(Ga)As QDs, whereas the density will be set by the InAlAs QDs. 

The structures studied were grown by solid-source molecular beam epitaxy (MBE) 
under the same growth conditions. The first structure contained one plane of InAlAs 
QDs in Alo.15Gao.85As matrix, the second contained three planes of InAs QDs sepa- 
rated by 50 Ä Alo.15Gao.85As spacers, and for the last sample, QD array was formed 
by successive deposition of InAlAs and three InAs QD planes separated by 50 A 
Alo.15Gao.85As spacers. Fig. 2 shows photoluminescence (PL) spectra of the structures 
described above. Pre-deposition of InAlAs leads to the blue-shift of the PL line as 
compared to the purely InAs QD sample. This fact is presumably due to the reduction 
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in sizes of QDs. Since the effective thickness of deposited InAs is the same, this should 
lead to the increase in QD density [11]. 

Fig. 3 shows Jth as a function of reciprocal cavity length (which is directly pro- 
portional to output losses) for the composite InAlAs/lnAs QD laser (LAS1) and the 
similar structure without InAlAs QDs (LAS2) [12]. One can see that the Jth of LAS 1 
is higher than the Jth of LAS2 at infinite cavity length (four cleaved facet samples). But 
when the cavity length is decreased (output losses are increased) the Jth of the latter 
structure increases steeper than in the case of the LAS1. For low losses the lasing is 
achieved at lower pumping current in laser with lower surface density of QDs and when 
losses are high the inverse relation is observed. This fact is in agreement with theoretical 
estimations given in [13]. 

Using the InAs QDs with higher density also leads to an increase in differential 
efficiency in the wide range of cavity lengths, internal quantum efficiency, and maximum 
output power. These effects are demonstrated in Figs. 4 and 5 where the data for LAS1 
and LAS2 are given. 
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In conclusion, we have shown the increase in areal density of InAs self-organized 
vertically-coupled QDs by depositing InAlAs QD pre-layer. Injection laser with in- 
creased QD density demonstrated increased optical gain, differential efficiency and out- 
put power. 

This work was supported by Russian Foundation for Fundamental Research (Grant 
96-02-17824), the Program of the Ministry of Science of RF "Physics of Solid-State 
Nanostructures". 
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Abstract. Theoretical analysis of the spatial hole burning in quantum dot (QD) lasers is given. 
The multi-mode generation threshold is calculated. The processes of the thermally excited escapes 
of carriers away from QDs are shown to control the multi-mode generation threshold. The 
dependences of the multi-mode generation threshold on the root mean square of relative QD size 
fluctuations, cavity length, surface density of QDs, and temperature are obtained. 

Introduction 

In [l]-[3], theory of threshold current density of a quantum dot (QD) laser and its 
temperature dependence has been developed having regard to inhomogeneous line 
broadening caused by the dispersion in QD sizes. The optimum parameters of the laser 
structure minimizing the threshold current density have been calculated as the functions 
of the QD size dispersion, total losses, and temperature. 

This article discusses the effect of spatial hole burning and multi-mode generation 
threshold in QD lasers. As in conventional quantum well (QW) or bulk lasers (as well 
as in solid state lasers) [4, 5], spatial hole burning in QD lasers is due to the non- 
uniformity of the stimulated recombination of carriers along the longitudinal direction 
in the waveguide. Due to the fact that, at and above the lasing threshold, the electric 
field of the emitted light is a standing wave and is a periodic function of the longitudinal 
coordinate, the stimulated recombination of the carriers will be more intensive in the 
QDs located at the antinodes of the light intensity, while it will be less intensive in the 
QDs located at the nodes. As a result, overfilling of the QDs located near the nodes 
may take place. This leads to the lasing generation of the other longitudinal modes 
(together with the main mode) with antinodes distinct from those of the first mode. A 
problem of the multi-mode generation is of first importance for the laser applications. 
A study of the physical processes controlling the multi-mode generation threshold is 
necessary to find the ways of suppressing the additional modes and to offer the proper 
design of single-mode operating lasers. 

1    Processes controlling the spatial distributions of carriers 

In QW or bulk lasers, diffusion in the active region will tend to smooth out the non- 
uniform carrier distributions and population inversion along the longitudinal direction, 
thus suppressing totally or partly the effect of spatial hole burning [4, 5]. 

In QD lasers, diffusion will play a similar yet minor role. The point is that the carriers, 
contributing to the stimulated emission, are those totally confined in QDs. There are also 
free carriers in the optical confinement layer (OCL) which contribute to the spontaneous 
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emission, thus increasing the threshold current density. The free-carrier densities and 
the confined carrier level occupancies in QDs are coupled to each other by the rate 
balance equations. Due to this coupling, diffusion of free carriers should equalize to 
some extent the level occupancies in different QDs. Hence, two processes control the 
spatial distribution of free and confined carriers along the longitudinal direction. These 
processes are: the thermally excited escapes of the carriers from QDs to the continuous 
spectrum states and the diffusion of free carriers along the longitudinal direction. 

The slowest process of the two above controls the carrier space distribution. In this 
work, the thermally excited escapes from QDs, rather than the diffusion, are shown 
to limit smoothing-out the carrier space distribution. There is an evident analogy to 
spatial hole burning in bulk lasers containing impurity centers in the active region [6, 7]. 
Non-vanishing values of the characteristic times of thermally excited escapes are shown 
to control the multi-mode generation threshold in QD lasers. 

The following simple reasoning is worth presenting here. The fluxes of the thermally 
excited escapes of the electrons and holes from QDs are proportional to f^pNv,/riiP, 
where /n,P are the mean electron and hole level occupancies in QDs, N§ is the surface 
density of QDs, rijP are the characteristic times of thermally excited escapes of electrons 
and holes from QDs being given as [1] 

11 g 1 1 m 

7n«l ernVn«i p        7p/>i CTpVp/)] 

Here 7„iP = o"n,pvn,P, ernjP are the cross sections of electron and hole capture into 
a QD, and vnjP are the thermal velocities of electrons and holes. In Eq. (1), n\ = 
N?CLexp[-(AEc-en)/T] and px = A^CLexp[-(A£v - ep)/T] where A^^L = 

2(m^LT/lirh2)3/2 are the conduction and valence band effective densities of states 
for the OCL material, AEC and AEV are the conduction and valence band offsets at the 
QD-OCL heteroboundary, enjP are the quantized energy levels of an electron and hole in 
a mean-sized QD (measured from the corresponding band edges), and the temperature 
T being measured in terms of energy. 

The free-hole diffusion flux is proportional to 2kDpp, where p = pifp/(l - fp) is 
the free-hole density [1, 2], k = (2-7r/Ao)\/e, XQ is the wavelength at the maximum gain, 
e is the dielectric constant of the OCL, and Dp is the hole diffusion constant. Since Dn 

is greater than Dp, the free-electron diffusion is not the limiting factor. 
The ratio of the hole escape flux to the diffusion one is (1 - fp)(Nsapvp) / (2kDp). It 

is controlled by the cross section of hole capture into a QD and by the surface density 
of QDs. It is typically much less than unity. What this means is the process of thermally 
excited escapes is the slowest and hence the limiting one. Should this ratio be close to 
or greater than unity, both the processes above will control smoothing-out the spatial 
distribution of carriers. The multi-mode generation threshold in this case will be less 
than that in the case of small ratio. 

2   Multi-mode generation threshold 

An examination of the problem yields the following equation for the excess of injection 
(pump) current density over the threshold current density of the main (closest to the 
maximum of the gain spectrum) mode required for oscillating the next longitudinal 
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mode: 

*•=•_•  = ^ eNs = Ifel f^     o\ J     n     M      g-(l-/n)   .   (l-/p)       gmaxr|(l-/n)+rp
g(l-/p)      

U 

7n«l       "T"      7p/>l 

where /th and j'2 are the threshold current densities of the main and the next longitudinal 
modes, respectively, gmax is the gain spectrum maximum, and f%p are the mean electron 
and hole level occupancies in QDs required for the lasing of the main mode. The 
absolute value of the difference in the gain of the main and the next modes is 

Ifel = \ 
d2g 
dE2 (SE)2 = \ 

d2g 
dE2 

2 

•51)        <3> 
where the derivative is taken at E = EQ, EQ is photon energy of the main mode, 
ÖE = h(c/^/e)(Tv/L) is the separation between the photon energies of the neighbouring 
modes (Am = ±1), and L is the cavity length. 

For Gaussian distribution of relative QD size fluctuations [1], 

Ifel - !  I     ^L     . (4) 
gmax 2   \  (Ae) inhom 

where (Ae)inhom = (<?n£n + <7P£P)<5 is the inhomogeneous line broadening due to fluctu- 
ations in QD parameters (e.g., sizes), q%p = - (<91nenjP/<91na) and 8 is the root mean 
square (RMS) of relative QD parameter (size) fluctuations [1]. 

The threshold current density of the main mode is [l]-[3] 

TQD (l-/n)(l-/p) 
7th = ^r/n/p + ebBmpi -^ j^ — (5) 

where TQD is the radiative lifetime in QDs, b is the OCL thickness, and B is the radiative 
constant for the OCL. 

The relative excess of injection current density over the threshold current density of 
the main mode required for oscillating the next longitudinal mode is 

$i = \Sg\_ TQD 1  (6) 

M g™X rl (1 - /„) + Tpg (1 - ,/p)   ,  ,        2QD , /n/p ' ' A/p + ^^«,/)1(1_/n)(1_/p) 

We shall restrict our consideration to the case of charge neutrality in QDs when 

where Nfm = (4/£)(-v/e/AO)
2

TQD ((Ae)inh0m/^) ß (a/T) is the minimum surface den- 
sity of QDs required to attain lasing at given losses ß and inhomogeneous line broadening 
(Ae)inhom [1, 2], £ is a numerical constant appearing in QD size distribution function, 
a is the mean size of QDs, and Y is the optical confinement factor in a QD layer (along 
the transverse direction in the waveguide). 
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Fig 1. Relative multi-mode generation threshold and the minimum threshold current density of 
the main mode versus the RMS of relative QD size fluctuations <5. 

3   Results and discussion 

Analysis of (6) shows that, for the structure optimized at a given (Ae)inh0m (for which 
the threshold current density of the main mode is a minimum), öj/ jth oc [(Ae)inh0m]_2 

for small (Ae)inhom, and öj/jth OC [(Ae)inhom]"7/4 for large (Ae)inhom. 
As is easy to see from (1) and (6), öj/jth depends strongly on the cross sections 

of electron and hole capture into a QD, o-njP. Calculation of <7n,p is beyond the scope 
of the present article. Here, to estimate the multi-mode generation threshold, we take 
crnip = 10-13 cm2 (which is much less than the geometrical cross section of a QD). At 
room temperature and at L = 500 /im, Fig. 1 shows the relative multi-mode generation 
threshold (the solid curve) and the minimum threshold current density of the main 
mode (the dashed curve) versus the RMS of relative QD size fluctuations 5. Each point 
on the curves corresponds to the specific structure optimized at the given 5. For the 
structures with ö = 0.05 and 0.1, öj/jth ~ 8% and 2%, respectively; the minimum 
threshold current density values are 14 and 25 A/cm2, respectively. The inclusion of 
violation of the charge neutrality in QDs [2] will enhance the multi-mode generation 
threshold. 

Thus an increase in the QD size dispersion not only increases the threshold current 
density but decreases the multi-mode generation threshold as well. 
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We report on the linearly polarized luminescence observed in ZnSe based laser 
structures. Different mechanisms of anisotropic polarization of the luminescence are 
identified. The incorporation of extended defects, an anisotropic relaxation of the resid- 
ual strain and the influence of small environmental differences between local nearly 
equivalent sites of electronic binding potentials manifest themselves in variations of the 
degree of linearly polarized luminescence. An anisotropy of an efficient absorption pro- 
cess is investigated, which is assumed to reduce drastically the light emission efficiency 
of the optoelectronic device. The corresponding absorption coefficient is estimated. In 
order to reveal different origins of the anisotropic polarization, the luminescence of thin 
epitaxially grown ZnSe films is analyzed in detail. A considerable linear polarization 
collinear to a [110] axis of the Y line at 2.61 eV detected in the photoluminescence 
spectra of thin ZnSe will be presented. The luminescence associated with point defects 
on lattice sites, e.g. the nitrogen acceptor, exhibits a preferential direction of the electric 
field vector E in the plane perpendicular to the axis of growth, when the layer thickness 
is in the order of 1 /im. A propagation of extended defects is studied by the time 
dependent changes of the degree of linearly polarized luminescence. The electronic 
structure and the symmetry of defects are analyzed by luminescence spectroscopy in 
high magnetic fields. 
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Due to the recent progress in obtaining relatively long-lived GaN-based lasers, the accent 
of (Mg,Zn,Cd)(S,Se) system laser applications has been shifted to a green region of 
visible spectrum, which is of great importance for a large-screen projection television 
and for the applications needed in low-power well-visible by human eye laser pointer. 
In this paper, a new type of active region using a fractional monolayer (FML) insertion 
is proposed and studied. As it has been shown previously [1], the wavelength of light 
emission from single CdSe fractional monolayer (ML) varies from 450 to 530 nm, 
depending on the nominal CdSe thickness (0.2-3 ML, respectively). Here we focus 
on the relatively thick insertions (2.5-3 ML) to obtain laser emission in green. At the 
moment there are contradictory data on the CdSe layer morphology and critical thickness 
depending on growth conditions. The critical thickness is estimated to be about 3 ML 
(RHEED oscillations). Particularly, the formation of optically active quantum dots at 
exceeding this value has been reported [2]. However, there is no reliable data on 
the intrinsic structure of thin CdSe layer close to the critical thickness as well as on 
possibility of its application as a laser active region. 

All the structures used in this study were grown by molecular beam epitaxy (MBE) 
on GaAs (001) substrates with a GaAs buffer layer grown in separate III-V MBE setup. 
The details of MBE growth as well as composition control of quaternary and ternary 
(ZnMg)SSe and ZnCdSe alloys have been described elsewhere [3, 4]. Both optical and 
structural (XRD and TEM) characterization techniques were used. 

To elucidate the structural and optical quality of FML the structure containing single 
2.5 ML CdSe insertion in ZnSe matrix has been grown by migration enhanced epitaxy 
mode of the MBE technique [1, 5]. Plan-view TEM image of this structure is shown 
in Fig. 1. One can see a high density of dot-like objects with the average lateral size 
of 30-40 nm. They seem to be related to CdSe insertion, because such objects are 
not observed in the plan-view TEM image of the cap ZnSe layer. The TEM image 
reveals specific defects associated with the largest dot-like objects probably indicating 
their strain relaxation. 

The data on optical characterization of such structure are rather complicated. At low 
excitation level (tungsten lamp) the spectra of low temperature (5 K) photolumines- 
cence (PL) demonstrate a 40 meV wide single peak near 500 nm. According to the PL 
excitation spectra the line is non-homogeneous that is also confirmed by the PL time- 
resolved experiments. The PL spectra at higher excitation level (351 nm line of 20 mW 
argon laser) show additional feature: weak wide line (~ 250 meV) at ~ 2.2 eV. This 
line is commonly attributed in literature to the defects related luminescence. However, 
the spectra of resonant light scattering also reveal a distinctive line at this energy. 
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Fig 2. Schematic diagram of structure (A). 

To check the feasibility of CdSe/ZnSe FML structures (near CdSe critical thickness) 
as an active region of laser structures the special optically pumped structure have been 
grown (named below as (A)) consisting consequently of 0.5 /im-Zn0.92Mg0.o8So.i4Seo.86 
layer, 0.1 /zm-ZnSo.nSeoWZnSe SPSL, 10 nm ZnSe quantum well centered with 2.8 ML 
CdSe insertion, 0.1 jLtm-ZnSo.12Seo.88/ZnSe SPSL and top 0.1 /im-ZnMgSSe layer. The 
schematic diagram of the structure is presented in Fig. 2. Two reference structures have 
been grown additionally. The first one (B) differs by the absence of CdSe FML (pure 
ZnSe QW), whereas the second (C) contains ordinary ZnCdSe QW of 25% cadmium 
content and emits in the same spectral range (500-520 nm). The general structure 
design has been reported elsewhere [6, 7]. The CdSe insertion provides an additional 
freedom in structure design, allowing one to vary lasing wavelength independently from 
the SPSL well and barriers composition. 

The low-temperature PL and PL excitation measurements of the structure (A) 
(Fig. 3) confirm that the CdSe/ZnSe active region is very similar to the single 2.5 ML 
layer structure. The line is wider (80 meV) and slightly red shifted due to using of 
ordinary MBE growth mode at CdSe deposition [5]. The sharp (~ 7 meV) excitonic 
peaks from ZnSe QW are well-resolved in PL excitation spectra at the 500-516 nm 
registration wavelength. The peaks from ZnSSe/ZnSe SPSL are observed mainly at the 
registration wavelength corresponding to the emission from 10 nm wide ZnSe QW. 
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Fig 3. PL and PLE spectra of structure (A). 

All structures demonstrate laser generation at room temperature. The wavelengths 
of laser generation of structures (A) and (C) are in the same spectral range but the 
threshold power density of structure (A) is almost 1.5 times lower than that of the 
structure (C) ((16-19) kW/cm2 and (24-27) kW/cm2, correspondingly). The structure 
(B) emits in blue region (~ 460 nm) with the ~ 44 kW/cm2 threshold power density 
that is practically lowest ever reported for II-Vl's for this spectral range. In summary, 
the performed optical and structural characterization do not permit to conclude on 
the nature of the objects responsible for such high efficiency 300 K laser generation. 
The lasing arises in the spectral region where both dot-like and QW-like objects may 
emit light. Although more detailed studies are needed to elucidate the origin of this 
phenomena, the structures with CdSe FML active region are found to be extremely 
promising for green laser application, which respect to those with ordinary QW active 
region. 
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Abstract. A new type of accessible sources of ultrashort optical pulses based on the phenomenon 
of collective coherent recombination (superradiance) of electrons and holes in semiconductor 
heterostructures is proposed. The novel regime of an ultrafast operation of quantum-well semi- 
conductor lasers is analyzed, in which a quasiperiodic sequence of superradiant pulses of duration 
up to 30 fs and peak intensity exceeding 100 MW/cm2 is emitted under a continuous pumping 
from a low-Q cavity of length ~ 30—100 /im. 

1 Introduction 

Superradiance (SR) in an ensemble of excited two-level atoms was predicted by Dicke in 
1954 and confirmed experimentally in the seventies; see, e. g., [1, 2] for recent reviews. 
At a sufficiently high density Na, a sample of atoms that are excited by a short pumping 
pulse into an incoherent state on one of the upper energy levels emits, after a certain 
delay time td, a powerful coherent pulse of SR. The phenomenon is due to an effective 
mutual phasing of the atomic dipole oscillators over the time t < td- The duration of 
the SR pulse, tp, and the delay time are much shorter than the times of incoherent 
spontaneous emission and collisional relaxation in a medium. This is the distinctive 
feature of collective spontaneous emission, i. e. SR which makes the phenomenon so 
different from standard losing. 

However, in most solid-state lasers, including semiconductor lasers, the incoherent 
relaxation of polarization is much faster than the rate of stimulated radiative transitions, 
and cooperative effects in the oscillators' dynamics are suppressed. That is why the 
semiconductor lasers still do not exhibit experimentally the SR generation regime. In 
this report we point out that under certain conditions (basically, high photon losses from 
a cavity and very high pumping rate) SR becomes possible in quantum-well (QW) het- 
erostructures, where the energy density of states is increased as compared with bulk 
semiconductors. We calculate the parameters of ultrashort coherent pulses obtained un- 
der continuous pumping, and demonstrate that the use of recombination SR can simplify 
essentially the technique of femtosecond pulse generation in semiconductors. Finally, 
the feasibility of obtaining superradiant generation from Ge/GeSi QWs is investigated. 

2 Analysis of Maxwell-BIoch equations for semiconductor optics 

The resonant interaction of most active media (including semiconductors) with coherent 
radiation is adequately described by Maxwell-BIoch equations [1-4]. In the semiclassical 
and mean-field approximations, and for slowly varying complex amplitudes of the field, 
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E(7), and polarization, Pk, they take the following form: 

dE/dt +E/TE = (ImtoV / ß2)^Pk, (1) 
k 

dPk/dt + (l/T2 + i{tok - to)) Pk = -id2ANkE/2h, (2) 

dANk/dt + (ANk - AN[)/Ti = Im(E*Pk)/7i. (3) 

Here to and /i are the eigenfrequency and the refraction index of a given axial mode of 
a cavity. We will assume for simplicity that only the fundamental transverse mode is 
self-consistently excited, with /i ~ 3.5 and the optical confinement factor Y < 1. The 
field decay time TE in an open cavity of length L takes a simple form in the case of 
purely radiative losses: TE ~ A^L/\c\og(R\R2)\, where R\i2 are the reflection factors at 
the cavity facets, c is the velocity of light in vacuum. 

Taking into account only direct radiative transitions, we introduce an inversion, 
ANk(t), and an amplitude of polarization, Pk(t), of a given "k-oscillator", that is, an 
electron and hole that have dipole moment d, quasimomentum k, energies Se^, and 
recombine emitting a photon of energy htok = £e(k) +£A(k). In Eq. (3) the term AN[ 
is an inversion density supported by pumping (in the absence of generation). The time 
T\ determines the incoherent relaxation rate of inversion. The time T2 characterizes the 
incoherent relaxation of polarization for a given k-oscillator (an electron-hole pair). Its 
value is typically very small, T2 ~ 0.1 ps at room temperature, and is determined by 
the intraband scattering processes. 

The criterion of SR (or superfluorescence) is usually formulated in terms of a linear 
initial-value problem, i. e., as a requirement that the growth rate of small initial per- 
turbations of field and polarization in the initially inverted medium should exceed the 
incoherent relaxation rates [1, 2]: to" > \/T\,\/T2, Ato, where the latter quantity is 
an effective inhomogeneous broadening determined by a band filling of particle states. 
It can be shown [2, 5] that in bulk semiconductors the requirements to" > \/T2 and 
to" > Ato are usually incompatible, and incoherent relaxation should suppress or greatly 
reduce cooperative effects in stimulated recombination. 

To increase the rate of stimulated recombination needed for SR one can change the 
density of particle states by reducing an effective dimension of an electron-hole plasma 
in a semiconductor sample. Previous proposals included, e. g., excitonic SR [6] and SR 
in a quantizing magnetic field [2, 5]. Both schemes are not very practical since they 
require low temperatures or strong magnetic fields exceeding 0.3 MG. The SR regime 
in QWs discussed in this report seems to be achievable at room temperatures and under 
injection pumping. 

We have analyzed numerically and analytically [7] the dispersion properties and 
dynamics of hot cavity modes and found that the conditions necessary for SR are 
satisfied in heterostructures consisting of 7-10 QWs with active layer thicknesses Lz < 
50 Ä and confinement factor F > 0.1. For definiteness, the numerical estimates here 
and below are given for GaAs/AlGaAs QWs. The calculations were also made for other 
popular materials, with similar results. 

3   Collective recombination and generation of femtosecond SR pulses 

In order to obtain pulsed SR generation under a continuous pumping one must search 
for the range of parameters in which the regime of stationary laser generation becomes 
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unstable. Analysis of the phase space of Maxwell-Bloch equations (l)-(3) shows [7] 
that instability occurs when 3/T2 < to", (l/7i + \/T2) < l/TE <ü>" and the pumping 
rate exceeds some threshold value specified below for given structure parameters. Here 
the reference value of the growth rate is ü ~ 2 x 1013 s_1. Note an unusually high value 
of the required photon losses which implies a very low-Q (short) cavity. Indeed, it is 
the decay of the field that makes the steady state unstable against the stabilizing action 
of the polarization decay. An example of one-mode quasiperiodic SR generation in this 
range is presented in Fig. 1. We have also taken into account a slow "switching on" 
of a pumping by including a factor (2/-7r) arctan(r/50) into the pumping term AN£ in 
Eq. (3). 

0.15 

0.05 

-0.05 
400 

Fig 1. The normalized radiation density e2 (solid line) and inversion n summed over the particle 
states in the spectral bandwidth 0.7w" (dashed line) as functions of dimensionless time r = 
\flGj't in the regime of SR pulse generation under continuous pumping. Normalized relaxation 
times are n = 30, TI = 5, TE = 2.5. 

For a structure of cavity length L = 30/im and confinement factor T = 0.1, con- 
sisting of N QWs with active layer thickness Lz = 50 A, the coherent pulses shown in 
Fig. 1 have duration tp ~ 50 fs, the period between pulses T ~ 1 -2 s, peak power > 1 , 
and peak output intensity per pulse / = /j,2\E\2L/(87rTE) ~ lOOiV MW/cm2. Note that 
to provide a short enough decay time TE, the reflection factors and the cavity length 
should be small, R1R2 ~ 0.1 and L ~ 30-100/im. 

The pumping may be either continuous or pulsed. To provide high enough injection 
rate of carriers, the pumping current density should be very large, J>3x 103iV A/cm2. 
Therefore, to prevent an excessive heating at room temperature, the pumping by short 
enough (submicrosecond) current pulses is desirable. 

Another potential field of application for SR is a generation of coherent light pulses 
in the indirect band-gap semiconductors. Consider for definiteness Ge/GeSi QWs. It 
seems that the most promising way to reach the high level of stimulated radiative 
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recombination in Ge active layers is to employ direct radiative transitions between the 
F-valley in the conduction band and the top of the valence band (T'2 — Y'25 transition). 
An absolute energy minimum of the conduction band, located in the L\ -point, is lower 
than the F^-minimum. Therefore, usually, the nonequilibrium carriers injected to the 
F-valley migrate very quickly to the Z-minimum, with only a small fraction of them 
recombining radiatively However, suppose that we are able to inject carriers to the 
direct minimum with the rate sufficient for the onset of collective SR recombination. 
In this case, since SR recombination has femtosecond timescale and proceeds faster 
than the intraband scattering of carriers to the ^-minimum, nearly all carriers should 
contribute to the emission of femtosecond SR pulses. This may provide the unique way 
to obtain coherent optical emission from stimulated radiative recombination of carriers 
in Ge/Si structures. 

This work has been supported in part by Russian Foundation for Basic Research through 
grant 98-02-17224 and by the EU Commission - DG III/ESPR1T Project CTIAC 21042. 
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Introduction 

Quantum dot (QD) heterostructures have recently became the subject of the intensive 
research. Injection lasers with an active region based on InGaAs/AlGaAs QD have 
shown ultralow threshold current density (J,/,) [1]. However, the emission wavelength 
of QDs formed on GaAs substrate is limited by the value of 1.3 /im. It has been 
previously shown that the QD emission range can be extended up to 2 /im by embedding 
the InAs QDs into an InGaAs matrix grown on InP substrate [2]. In this work we study 
threshold, temperature and power characteristics of InAs/InGaAs/InP injection lasers. 

1 Experimental methods 

The laser heterostructure was grown on n-type InP (100) substrate by solid-source 
molecular beam epitaxy (MBE). The substrate temperature was 500 °C for the depo- 
sition of all layers. Vertically coupled quantum dots (VECODs) were self-organized 
during the successive deposition of several sheets of QDs. An active region consisted 
of three InAs QD planes separated by 5-nm-thick InGaAs spacers. 

Both four-cleaved facet samples and 100 /tm-wide stripe geometry lasers were stud- 
ied. Laser characteristics were investigated under pulse excitation (1.5 /is pulse duration, 
pulse interval equals to 100) in the 77-300 K temperature range. InSb photodiode was 
used for the optical signal registration. Using of different approaches described previ- 
ously [3, 4] allows us to investigate both spontaneous and stimulated emission in the 
wide pumping current density range. 

2 Results and discussion 

An investigation of electroluminescence of four-cleaved facet samples shows the thresh- 
old current density as low as 11 A/cm2 and the lasing wavelength 1.894 /im at 77 K. 
To our knowledge, this is the lowest J,/, for a QD injection laser have ever reported 
before. The linear dependence of the lasing wavelength vs. temperature (Fig. 1) clearly 
indicates the conservation of the lasing mechanism in the 77-200 K temperature interval. 
No lasing was observed over 200 K. 

The threshold current density of stripe geometry lasers as a function of radiative 
output losses at 77 K is shown in Fig. 2. It is seen that there is a sharp superlinear 
growth of the threshold current density with increasing losses. Similar behavior of the 
J,h has been observed in InAs/GaAs QD lasers before. Those heterostructures were 
grown by MBE as well and had a single sheet of QDs in an active region [5]. We 
think that the main reason for such drastic increasing of the J,h is the gain saturation 

402 
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Fig 1. Temperature dependence of the lasing wavelength. 
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Fig 2. Threshold current density versus radiative output losses. 

in QDs. To all appearances it is typical for QD lasers having a few sheets of QDs (no 
more than 3) in an active region. For example, the gain saturation was observed earlier 
in (ln,Ga)As/GaAs injection lasers grown by MOCVD and that heterostructure had a 
single sheet of QDs [6]. 

Figure 3 shows that at 77 K only 40% of carriers take part in the stimulated emission. 
It is very good result for the first QD lasers in InAs/InGaAs/InP system. 

The dependence of the lasing wavelength vs. threshold current density is shown 
in Fig. 4. There are two pronounced parts in it. These results are in good agreement 
with the J,h dependence vs. radiative output losses (Fig. 2). We believe that there are 
two mechanisms by which the recombination is realized. The output losses interval of 
approximately from 50 cm"1 to 60 cm"1 (it corresponds to the laser cavity length range 
from 210 /im to 175 /im and Jth from 250 A/cm2 to 450 A/cm2, respectively) is crucial 
with a view of the change of lasing mechanism. Electroluminescent investigation of the 

1000 
L((am) 

2000 

Fig 3. Dependence of the inverse differential quantum efficiency of stimulated emission versus 
laser cavity length. 
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Fig 4. Dependence of the lasing wavelength versus threshold current density. 
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Fig 5. Temperature dependence of the threshold current density. 

stripe geometry lasers shows that the stimulated radiative recombination goes via QD 
states only for the laser cavity length (L) more than 200 /im. Dot line of Fig. 4 marked 
"1" corresponds to this case. A further decrease in the L leads to the gain saturation 
via the states of QDs. Lasing switches to higher states. It can be both excited states of 
QDs and states of the wetting layer. Less wavelength relates to lasing via those states. 
Dot line of Fig. 4 marked "2" corresponds to it. 

The dependence of the threshold current density vs. temperature is shown in Fig. 5. 
In the temperature range of 77-200 K the Jth varies very significantly and is described 
by the characteristic temperature To = 25 K. Sudden increase of the threshold current 
density was also observed earlier [6] and is caused by thermal evaporation of carriers 
from QD states to the adjacent layer which makes it necessary to increase the injection 
current density required to maintain the given gain. Moreover, an increase in the tem- 
perature from 77 K to 150 K reduces the radiative spontaneous recombination rate by 
the factor of 3. In addition, Fig. 6 shows that the same rise of the temperature leads to 
the decrease of differential quantum efficiency of stimulated emission by the factor of 4. 
So, main reasons for the characteristic temperature's low value are the non-radiative 
recombination and the carrier escape from QD states. 

3    Conclusions 

The possibility of the achievement of the threshold current density as low as 11 A/cm2 

at 77 K in lasers based on InAs/InGaAs/InP has been shown.   Lasing wavelength 
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Fig 6. Temperature dependence of the differential quantum efficiency. 

reached 1.894 /im. It was found out that there were several causes preventing lasing at 
the higher temperatures (more than 200 K). The non-radiative recombination and the 
carrier escape have been studied. The improvement of the QD laser heterostructure's 
crystal perfection and the increase of the number of QD's sheets in an active region 
embedded into a wider bandgap matrix must lead to low threshold lasing via the states 
of QD at room temperature. 
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Lately there has been intensive research in mid-infrared III-V semiconductor diode 
lasers emitting from 3 to 5 /im. An important application of these lasers is ecological 
monitoring and tunable diode laser spectroscopy Sb-based lasers operating at up to 
180-200 K in pulsed mode and 110-120 K in cw mode were realized [1, 2]. Novel 
type II laser structures using an intersubband transitions were demonstrated [3, 4]. 
Main physical processes limiting operation temperature of the longwavelength lasers 
are non-radiative Auger recombination, intervalence band absorption, carrier heating as 
well as current leakage due to poor electron and hole confinement. Attempts were 
made to improve electron and hole confinement by using MBE grown laser structures 
with high Al-content cladding layers [5]. Further progress in improving mid-infrared 
laser performances is connected with new physical approaches to laser structure desing 
optimization. 

We report here the first results on creation and electroluminescence (EL) study of 
AlGaAsSb/InGaAsSb double heterostructures (DH) with high Al-content (64%) con- 
fined layers (EG = 1.474 eV) and a narrow-gap active layer (EQ = 0.326 eV) grown by 
LPE method. Two kinds of diode laser structures were fabricated on N- and P-GaSb sub- 
strates, below we will be referring to them as structure A and structure B respectively 
(Fig. 1). These structures consisted of the following layers: structure A N-GaSb/N- 
Alo.64Gao.36AsSb/n-Ino.94Gao.o6Aso.82Sbo.i8/P-Alo.64Gao.36AsSb/P-GaSb and structure B 
had inverted sequence of the layers of the same compositions of quaternary solid 
solutions, P-GaSb/P-Alo.64Gao.36AsSb/p-In0.94Gao.o6Aso.82Sbo.i8/N-Al0.64Gao.36AsSb/N- 
GaSb The N- and P-type layers of the AlGaAsSb solid solutions were obtained by 
Te and Ge doping, respectively. The narrow-gap active layer of the n-InGaAsSb was 
undoped and the p-InGaAsSb layer was doped by Zn to lxlO17 cm"3. The thickness 
of the confined layers was as high as 2 /im, and the active layer thickness was in the 
range 0.4-1.4 /an. 
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Fig 1. Energy band profiles of laser structures A and B. 
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Fig 2.   Electroluminescence spectra of the N-AlGaAsSb/n-InGaAsSb/P-AlGaAsSb (a) and P- 
AlGaAsSb/p-InGaAsSb/N-AlGaAsSb (b). 

The main problem of the LPE growth of the InAs-rich narrow-gap solid solutions 
lattice-matched to GaSb and wide-gap AlGaAsSb is a big difference in the values of the 
thermoconductivity and thermal expansion coefficients of these materials. To solve this 
problem we used a special thermodynamic calculation of equilibrium phase diagrams 
of the quaternary solid solutions and an original growth technique. High quality lattice- 
matched epilayers were grown onto GaSb (100) substrate by liquid phase epitaxy using 
a horizontal graphite multiwell sliding boat. The temperature of epitaxy was about 
600 °C. The lattice mismatch of the Al0.64GaAsSb epitaxial layers as low as 0.05% was 
obtained. The lattice mismatch of the In0.94GaAsSb epitaxial layers was about of 0.3% 
at room temperature. 

Mesa-stripe laser structures with stripe widths 11-45 /zm and the cavity length 
300 /im were fabricated by standard photolithography. EL spectra were measured 
using MDR-4 grating monochromator and a lock-in amplifier. The emission signal was 
registered by liquid N2-cooled InSb photodetector. We studied spectra of spontaneous 
emission and emission intensity versus drive current at 77 and 300 K under quasi steady- 
state. Spectra of coherent emission in pulsed mode were studied at T = 80-150 K, 
as well as temperature dependence of the threshold current. In laser structures A 
spontaneous emission was obtained at A = 3.8 /im (hu = 326 meV) at T = 77 K 
and A = 4.25 /im (hu = 291 meV) at room temperature which corresponds to energy 
gap of the InGaAsSb active layer. The emission band had a Gaussian symmetric shape. 
Full width at half maximum (FWHM) of the emission band was 34 meV (77 K) and 
increased up to 90-115 meV at 300 K (Fig. 2a). The emission intensity varied linearly 
with drive current and decreased by a factor of 30 as temperature was raised from 
T = 77 K to 300 K. Lasing with single dominant mode at A = 3.776 /im (T = 80 K) 
was achieved. Threshold current as low as ~ 60 mA and the characteristic temperature 
To = 26 K in the temperature range 80-120 K were observed. 

In turn, in structures B an intensive spontaneous emission and superluminescence 
were only obtained. Electroluminescence with very narrow asymmetric bands 
(FWHM = 7-10 meV at 77 K and 30 meV at 300 K) was observed (Fig. 2b). 
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Fig 3.   Energy band diagrams of laser structures A and B with high asymmetric band offset 
confinement. 

A blue shift of the emission band maximum of up to 60-70 meV was found rela- 
tive to the emission band maximum in structures A. EL was peaking at photon energies 
hv = 380-402 meV (A = 3.08-3.26 /im). It is interesting to note that in B-structures 
the emission wavelength does not practically change in a wide range of drive current 
(50-170 mA) and them sligthly increases with further current rising. 

To explain the obtained experimental results we examined the energy band diagrams 
of both laser structures. We found that in our case the Al0.64Gao.36AsSb/In0.94Gao.o6AsSb 
heterojunction was close to broken gap at T = 300 K with zero energy gap between the 
valence band of wide-gap semiconductor and the conduction band of the narrow-gap 
active layer. Such systems behave as semimetals with ohmic current-voltage character- 
istics at room temperature [6]. Band energy diagrams of the DH laser structures had 
strongly asymmetric band offsets: AEC = 1.46 eV and A£v = 0.31 eV (Fig. 3). 

We explain the observed strong dissimilarity of EL spectra in structures A and B by 
their being due to different radiative recombination transitions. It was found in structures 
A the radiative recombination occurs in the active layer and corresponds to band-to- 
band recombination (hv = 326 meV at T = 11 K) (Fig. 3a). In these laser structures 
we used N- and P-AlGaAsSb cladding layers doped in excess of 8 x 1017 cm"3 which 
improved the hole and electron confinements and reduced the built-in serial resistance 
of the confining layers. 

In turn, in structures B there were used lightly doped (1-5 x 1017 cm"3) P- 
AlGaAsSb confined layers. We suppose that in these structures the radiative recombi- 
nation transitions occur near the P-AlGaAsSb/p-InGaAsSb interface (Fig. 3b). This is 
supported also by electron beam induced current measurements. The observed inten- 
sive EL and blue shift of the emission band maximum relative to the emission band 
maximum in structures A can be satisfactorily explained by indirect (tunnel) optical 
transitions of localized electrons and holes from the quantum well levels across the p-p 
heterointerface (Fig. 4). In this case a two-dimensional electron gas can form in the 
quantum wells near the interface on the side of InGaAsSb solid solution due to elec- 
tron resonant transfer from deep acceptor levels situated in the lightly doped wide-gap 
AlGaAsSb layer (EA = 400 meV, a native defect VAiSbAi) [7]) to the conduction band 
of the narrow-gap InGaAsSb one. Thereupon, under applied bias the tunnel radiative 
recombination leads to appearance of the narrow emission bands with photon energy 
hv = 0.37-0.40 eV which will be different from the energy band gap of the narrow- 
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Fig 4. Energy band diagram of the type II P-AlGaAsSb/p-InGaAsSb heterojunction under applied 
bias. 

gap semiconductor (EG = 0.326 eV) and exceeding it. It is evident in this case the 
EL emission wavelength must not depend on applied bias as far as a lattice heating 
contribution is not substantial and we observed it really in the experiment. A similar 
"blue" shift was observed recently by us in DH laser structures with confined layers 
contenting Al of 34% in solid solution [8]. 

This work was supported in part by the Russian program "Solid-State nanostructures 
physics", project #96-1010 and Russian Basic Research Foundation, project #96-02- 
17841a. 
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Abstract. We report metal-organic chemical-vapor deposition-grown In.cGai-xAs/mo.53Gao.47As/ 
InP double heterostructures emitting at 1.65-1.85 /im at room temperature. The active region 
consists of a 25-100 A thick compressivelly strained InxGai_xAs quantum wells with composition 
x in interval 0.69-0.81. Comparison with our theoretical results shows that the shape of our 
quantum wells grown by metal-organic vapour phase epitaxy is not rectangular. 

Introduction 

Semiconductor lasers emitting in the midwavelenght infrared (MWIR) band 
(1.5-5 /im) have potential applications in high-resolution molecular spectroscopy, 
optical fiber communication, laser radar, and gas analysis with high sensitivity and 
speed. Particular attention was given to III-V semiconductor MWIR lasers with Sb 
contents [1, 2]. Contrary to receive the emission wavelength up to 2.0 /im we use 
InGaAs/InP heterostructures with strained active region. To the best of our knowledge, 
so far the detailed study of strained InGaAs quantum wells (QWs) has not provided. 
Usually strained InGaAsP heterostructures emitted up to 1.5 /im have been investi- 
gated [3, 4]. 

1 Growth 

In this work we report double heterostructures InxGai_AAs/InP (x = 0.69-0.81) emit- 
ted at 1.65-1.85 /im grown by metal-organic vapour phase epitaxy (MOVPE). The low 
pressure (100 mBar) (LP MOVPE) equipment with rectangular cross-section horizontal 
reactor and radio-frequency heating of graphite susceptor was used. The trimethylgal- 
lium (TMGa), trimethylindium (TMIn), arsine (AsH3) and phosphine (PH3) were used 
as sources. Growth temperature was 600° C. 

The heterostructures consist of a 25-100 A thick undoped compressivelly strained 
(lattice mismatch 1-2%) active region of InxGai_AAs (x = 0.69-0.81) sandwiched by 
0.2 /im thick unstrained Ino.53Gao.47As confinement layers, lattice matched with InP 
substrate. 

2 Results and discussion 

Photoluminescence (PL) study of grown heterostructures has been performed at room 
temperature. Ar+ laser with 488 nm line has been used for excitation with density of 
50 W/cm2. 
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Fig 1. PL data of In.cGai_.vAs QWs vs well thickness for different composition (x) at 300 K. 

Figure 1 demonstrates the emission wavelength of InxGai_xAs/ln0.53Gao.47As QWs 
as function of QW thickness at room temperature. Dots are our experimental data for 
QWs with different indium content in the well: (triangle): x = 0.81, (cross): x = 0.76, 
(circle): x = 0.73, (square): x = 0.69. The dotted curves are the experimental results 
for composition x = 0.81 and x = 0.67 from [5]. The solid curves (1-4) are our 
theoretical data for the same composition x: 1—0.81; 2—0.76; 3—0.73; and 4—0.69. 
The calculation has been made for the electron transitions to the first heavy hole level, 
because determined by strain energy gap between the heavy hole and light hole subbands 
in lnxGai_xAs compressivelly strained QWs fits into the interval: 64 meV (x = 0.69) 
— 115 meV (x = 0.81). Calculations have shown that the QWs in conduction band 
are very shallow in investigated heterostructures with lno.53Gao.47As confirement layers. 
Therefore the wavelength dependence of QWs thickness connected with heavy hole 
quantization only and the slope of the curves is not sharp in Fig. 1. 

It follows from Fig. 1 that the shape of our calculated and measured curves are 
indentical, but theoretical results shift into the long-wavelength range. The discrepancy 
between theory and experiment in our opinion is attributable to the fact that the QWs 
interfaces are not ideal, what can be explained by In segregation from interfaces. As a 
result, the shape and so the width of the QWs has changed. On the other hand, the 
segregation can variate the average composition of the solid solution in QWs, especially 
for narrow wells. 

Figure 2 shows our measured dependence of wavelength versus composition x in 
lnxGai_xAs QWs at 300 K. As shown from figures, the wavelength of 2 /im can be 
obtained in strongly compressively strained (lattice mismatch 2%) QWs with width up 
to 100 Ä. 

3    Conclusion 

We have presented lnxGai_xAs/ln0.53Gao.47As/lnP heterostructures with compressive- 
strained QWs grown by LP MOVPE. Preliminary studies of these samples demonstrate 
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Fig 2. PL data of In.cGai-.vAs QWs vs composition (x) for different well thickness at 300 K. 

the emission wavelength in a range 1.65-1.85 /im. Comparison of our theoretical and 
experimental data shows that the shape of grown QWs is not rectangular because of 
indium segregation from QWs interfaces. 

This work was supported by the Russian Foundation for Basic Research, grant No. 98- 
02-18266 and the program "Physics of solid state nanostructures", grant No. 96-2005. 
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DFB laser diode with variable diffraction grating period 

G. S. Sokolovskii, A. G. Deryagin and V. I. Kuchinskii 
Ioffe Physico-Technical Institute RAS, Polytechnicheskaya 26, St.Petersburg, Russia 

Single-mode semiconductor DFB lasers are considered to be an optimal light sources 
for optical communicational and information processing systems. DFB lasers with first 
order corrugation demonstrate the best threshold characteristics. However, "classical" 
first-order DFB laser has noncontrollable corrugation phase at the laser facets and, 
because of this, poor single longitudinal mode operation yield. 

In 1976 Haus and Shank [1] have proposed and theoretically investigated DFB laser 
with tapered structure. They have shown that coupling and Bragg parameter variations 
along the laser structure remove the threshold degeneracy of the 1-st order DFB lasers 
and cause light generation exactly at the Bragg frequency. It is important to notice 
that coupling and Bragg parameters variations can be obtained not only by the effective 
refractive index variation, but by the corrugation period (A) modulation as well. 

The simplest case of the antisymmetric taper DFB is the coupling and Bragg co- 
efficients step at the centre of the DFB structure. Such a step can be created by the 
insertion of the quater-wave section (A/4) between two equal uniform DFB structures. 
Experimentally A/4-shifted DFB lasers demonstrate single-mode generation only near 
threshold current and even for small pumping currents (/ > 4i) "spatial hole burning" 
in the (A/4-shift region causes spectrum degeneration from single-mode to multimode. 

To obtain DFB laser with sufficiently more uniform light intensity distribution along 
the active region (i.e. with greatly reduced "spatial hole burning") we propose to use 
tapered structure caused by the variation of the refractive index modulation period along 
the laser structure. 

Diffraction grating was created by the holographic photolitography method. Holo- 
graphic photoresist exposure procedure was carried out according to the "corner" 
scheme (Fig. la). The argon laser ("Spectra-physics-2020", Ao = 0.3511/im) after 
widening and spatial filtration illuminated the sample and the mirror, fixed at the 90° as 
regards to each other. Interferention pattern period "A" was determined by the angle 
of the "corner" turn according to the relation: 

A=^ (1) 2 sin a 

where a = 0 corresponds to the normal angle of the light incidence on the sample. 
For the creation of the diffraction grating with variable period we propose to use the 

"corner" scheme with sufficient illumination beam divergence. Generally, some grating 
period variation takes place always, but usually (long distance from the "corner" to 
pin-hole and small distance from the sample to the centre of the "corner") it is less than 
0.01 A/cm, and the grating period is accurately given by the expression (1). 

But for the significantly reduced /, the strongly increased coordinate dependence 
of the grating period is observed. The grating period dependence on the y coordinate 
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Fig 1. The "corner" scheme of holographic photolitography. 
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Fig. 2. Grating period vs distance from 
the centre of the "corner" for the "corner" 
scheme of holographic photolithography for 
Ao = 351.1 nm, a = 46.64° and / = 40 cm. 
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Fig. 3. The approximate gain coefficients 
vs frequency deviations with DFB coupling as 
a parameter for DFB structure with variable 
grating period. 

(perpendicular to the grooves of the grating) is given by the following expression: 

A = An 
/ sin a + y I sin a — y 

\Jl2 + 2yl sin a + y2      \Jl2 — 2yl sin a + y2 (2) 

where / is the distance from the pin-hole to the centre of the "corner". 
In the present work we have used x80 (F = 0.5) microobjective for the beam 

widening and the 15 /im pin-hole for the spatial beam filtration. We have obtained 
good quality diffraction gratings with 0.24 /im grating period, 0.1-0.15 /im corrugation 
depth and up to 0.5 Ä/cm grating period variation. 

According to [1] Bragg deviation for the tapered DFB structure is expressed as 
follows: 8{y) = ß— [(-K/A.(y)]. Unfortunately the expression (2) is too complicated for 
the direct substitution. It can be significantly simplified by expressing the coordinate y 
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as the sum y = ZQ + z. This transition must be understood as follows. The distance 
from the centre of the "corner" to the considered point y is the sum of the distance 
from the centre of the "corner" to the centre of the laser ZQ and the distance from the 
centre of the laser to the considered point z: ZQ ^> z; I ^> Z0. Using this condition and 

lim -^= = 1 =F | (3) 

and neglecting the small terms of the second order one can obtain: 

M = W) = i~Bz (4) 

where 
A A° 7T  8Z0sina 

0      2sina[l-2(Z2//2)] A0       3/2      ' { } 

We consider the medium with quasiperiodical corrugation of refractive index: 

n(z) = n + n\ cos [2ß(z)z] . (6) 

The system of differential equations for coupled waves R and S in this case is as follows: 

- (dR/dz) + [a- i8(z)} R 

(dS/dz) + [a- iS(z)} S 

S(z)=ß-ß(z)=S0+Bz,   k{z) 

where do is the Bragg deviation at the "centre" of the structure — the "effective" Bragg 
deviation and ko is the "effective" coupling: 

So = ß-ß(0) = ^-£,    *o = fi. (9) 

It must be noted, that the "effective" coupling and Bragg deviation are the values of 
these parameters for the convenient DFB structure. Note, that at the frequency matched 
to the centre of the frequency gap of the DFB laser with diffraction grating period A0, 
Bragg deviation becomes the antisymmetrical function of the distance. The last means 
that this case is particular and the frequency to = 7rc/«A0 is the centre of symmetry of 
the threshold gain spectrum of the DFB laser with variable diffraction grating period. 

Substituting (8) in (7) one can obtain for R(z) and S(z): 

R" - \2BzR' + (3B2z2 + \ABz + iß - *§ - a2) R = 0 (10) 

S" + ilBzS' + (3B2z2 + \ABz - LB - A§ - a2) S = 0 (11) 

where a = a + iS is the gain coefficient. Estimation of the gain coefficients for different 
modes of DFB laser with variable diffraction grating period is the ultimate aim of this 
work. 

The particular solutions of (10) and (11) are: 

r(z) = exp f^-\ A,(&), s(z) = exp (~^A £-*(-&) (12) 

ik(z)S 

ik*(z)R (7) 
&oexp(L9z2) (8) 
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where v ik2
0/4B, £- 2zy a/Vvi, 6 

To obtain the gain coefficients it is possible to analyze the considered structure on 
the computer or to use the perturbation approach providing the physical insight into 
the behaviour of DFB structures with variable grating period. In the limit of low-gain 
and high Q the threshold gain is inversely proportional to the external Q-factor of the 
resonant transmission mode [1]. 

2a 
up   1 

Vg gex 
(13) 

where UJQ is the frequency of the resonant mode, vg is the group velocity, and external 
Q-factor is: 

— = -^- (14) 

where PQ is the output power of the resonant mode according to the first order of 
perturbation approach, and W is the energy accumulated by the structure: 

f-L/2 

Ps = \RQ + ARf - \S0 + AS\Z 
z=L/2 

z=-L/2' 
W ■■ 

1 

1/2 
\RQ\2-\SQ\2dz. (15) 

In our case the grating period variation is small in comparison to the step of diffrac- 
tion grating. Hence, the amplitudes R and S variation from these amplitudes for the 
uniform grating is small. Thus we can put the zero-order amplitudes RQ and So equal 
to the solutions for the convenient DFB laser with zero loss: 

So = ±A sinh 7 z± 
L 

Ro ±—-cosh 7 z± 
L 

(16) 

where 7 = \ko\ is constant along the structure. 
Using (6)-(9) and |i?o| ~ \So\, one can get: 

aL ■■ 
\kQ\L BL1 

ML (17) 
$mh{\ko\L)-\ko\L 

The resonant frequencies and thresholds for the modes of higher orders can be 

obtained by the same procedure. In this case ß 

(18) aL 
2mir 

|*o IL 
5L = ± 

Ö2 - \ko\   and 

^(2m7r)2 + (\ko\L)2. 

Gain coefficients of DFB laser with variable period of diffraction grating denned by 
(17)—(18) with feedback efficiency h)L as a parameter are represented in the Fig. 3. 

The above calculations shows that the proposed DFB laser diode with variable period 
of diffraction grating has the single-frequency gain spectrum like a A/4 laser and uniform 
light intensity distribution like the convenient DFB laser. 

The work was done under the financial support of RFBR (grant No. 96-02-17864a). 

References 

[1]  H. Haus, C. Shank, "Antisymmetric taper of distributed feedback lasers", IEEE J. Quantum 
Electron. QE-12 No. 9, 532-539 (1976). 



Ioffc Institute LOED.11 p 
6th Int. Symp. "Nanostructures: Physics and Technology" 
St Petersburg, Russia, June 22-26, 1998. 

Dual modulation of laser diode emission polarization 

G. S. Sokolovskii, A. G. Deryagin and V. I. Kuchinskii 
Ioffe Physico-Technical Institute RAS, St. Petersburg, Russia 

Coexisting, switching and Testability of TE/TM-polarizations of radiation of laser diodes 
with strained active layer has been investigated in [1-4]. The phenomenological model 
explicating the effect of polarization switching and testability was developed in [5, 6]. 
Later on the analytical expressions for polarization switching time were obtained [7]. 
These expressions allows one to evaluate the influence of different laser diode parameters 
on polarization switching time. 

Laser diodes with switching or bistable polarization of radiation may be extremely 
useful for data transfer and processing systems, for example, for wavelength division 
multiplexing systems [8]. It seems to be very important to investigate the possibilities 
for direct modulation of laser diode emission polarization. The modulation of the state 
of polarization of the optical carrier can eliminate anisotropic gain saturation (polariza- 
tion hole burning) in the erbium-doped fiber amplifiers, which can severely degrade 
the optical signal-to-noise ration in optically-amplified ultra-long lightwave systems [11]. 
High-speed polarization scramblers are employed in modern optical communicational 
systems to depolarize the optical carrier launched into the transmission fiber. Semi- 
conductor lasers with depolarized emission are, therefore, very promising devices for 
optical communication systems because they can be integrated with modulators in a 
single compact monolithic devices. 

In present work the dual modulation (by pump current and confinement factor 
modulation) possibility is considered to be a method for direct control of radiation 
polarization. In particular it can be a method to obtain the depolarized laser emission. 

The main idea of dual modulation is as follows. The power-current characteristic of 
the laser diode with polarization switching has a region where degree of polarization and 
output power are the linear functions of the pump current [7]. Location of this region 
on power-current characteristic depends, in particular, on optical confinement factor. 
Thus, it seems possible to change the degree of polarization by confinement factor 
variation and to keep constant output power by pumping current. The modulation of 
the confinement factor can be carried out by applying the potential on the side contacts 
of the laser diode [10]. 

The system of the rate equations [7] taking into account the confinement factors of 
TE/TM modes rTE/TM is as follows: 

— = —— — gTE (N — NTE) (1 — £EESTE 
— SEM^TM) ^TE — gTM (N — NJM) 

N 
x (1 — £MESTE — £MMÄTM) ^™  

T 

dSjE N     5TE 
——— = FiEgTE (N — NTE) (1 — £EEÄTE 

— SEMÄTM) ^
TE

 + FTE/?  (1) 
at T      TTE 

,,    = LTM^TM (N — NJM) (1 — £MEÄTE 
— SMMÄTM) ^™ + ^TM/3  

at T      TTM 
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where N is the carrier concentration, STE/TM is the density of TE/TM-polarized photons, 
gtE/TM is the linear gain for TE/TM-polarized light, TTE/TM is the lifetime of TE/TM- 
polarized photons, A^TE/TM is the transparency concentration for TE/TM-polarized light, 
T is the carrier lifetime, ey are the nonlinear gain coefficients, ß is the spontaneous 
emission coefficient, q is the elementary charge and V is the volume of the active 
medium. 

Usually the system of rate equations is analyzed by the numerical methods. This 
approach can not describe the process dynamics in the explicit form. Authors of [7] 
have proposed to apply the Lyapunov method [9] to analyze the stability of solutions 
of the rate equations system. As a result of the analysis the eigenvalues of the rate 
equations system were obtained. The last represent the characteristic time for transition 
of the system from one steady state to another. The stability of the system (1) was 
analysed using the constant carrier density approximation dN/dt = 0. This condition 
allows one to perform the very convenient transformation: 

dSjE      T-, ( 1 STE ^™ ^TE 

1 TEgTE     —— 
dt \qV     FTETTE      TTMTTM 

x (1 — £EE»5TE — £EMSTM) ^TE  
TIE 

^■STM _ p (J_        ffre STM ZVTNA 

dt \qV     FTETTE     TIMTTM        T  ) 

X (1 — £MESTE 
— £MM»5TM) ATM  (^) 

TTM 

After linearization of the modified rate equations system we can get its eigenvalues 
named according to [7] stability (instability) coefficients: 

„ _ -p / / STM/TE A^TE/TM 
"TE/TM  —  -1 TE/TM&TE/TM-7"     -77 — ^  

\qv      1TM/TETTM/TE T 

x (1 — £EM/ME*TM/TE)  (3) 
TTE/TM 

where «TE/TM is the TE/TM-polarized photons density in the absence of the photons of 
another polarization: 

_                                                                           /          ^TE/TM 
*TE/TM   —   ^     ^—_ H i TE/TMrTE/TM [ ~p  

—h rTE/TM TTE/TM I —77 
_eEE/MM V*?' 

TTE/TM TTE/TM / /       ^TE/TM 

VTE/TM 

£
EE/MM     \qV       T

       rTE/TMgTE/TMrTE/TM' 

1/2 

(4) 

As was shown in [7] three combinations of stability coefficients are possible: both 
coefficients are positive — TE and TM modes coexist; both coefficients are negative 
— bistable state; and, lastly, the stability coefficients have different signs — in this case 
the laser diode emits the radiation for which the eigenvalue is negative. 
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Fig. 1. Power-current characteristic and stabil- 
ity coefficients vs pumping current for different 
confinement factor values. 

Fig. 2. Time dependence of TE/TM-photon 
densities and degree of polarization of laser 
diode radiation for dual modulation. Pumping 
current and confinement factor modulation is 
also represented. 

Fig. 1 represents the power-current characteristics for TE and TM-polarized radiation 
for two values of confinement factor F. One can see that changing of confinement 
factors FTE/TM allows to change the position of the polarization switching point on the 
laser diode power-current characteristic (Fig. 1). For laser diode parameters, used in 
our calculations, the ten percent changing of confinement factor causes the 1.5 times 
change of polarization switching current. However one can tune the polarization degree 
of laser diode radiation by modulating of confinement factor and keep the constant 
output power by pumping current variation (Fig. 2). The relaxation oscillations caused 
by changing of the confinement factor can be eliminated by appropriate phase shift of 
the pump current modulation regarding to the phase of FTE//TM modulation [10]. 

In order to simplify the calculations of amplitude of FTE/TM modulation, one can 
determine the polarization switching current /sw, i.e. the pump current value correspond- 
ing to the unpolarized laser diode radiation. The exact value of /sw can be calculated 
by putting STE = ^TM = Ssw, dSj^/dt = dS-ju/dt = 0 in (2): 

*Jsw 

B 

1 

FTEg"TETTET(l — £E»5SW) 

B - \/B2 - C 

1 

TTE 

1 

TTM 

NJE 

T 

1 

£E 

1 1  I ) 
FTE,gTETTE£EAiV        FxM,gTMTTM£M AN J 
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C 
£E£M 

f—1 ,      1 )AN (5) 

eE — £EE + £EM,     £M — £MM + £ME,     AJV — A%E — ^V] TM 

The polarization switching region caused by modulation of FTE/TM is limited by the 
values of switching current corresponding to the minimum and maximum values of F. 
It must be noted that the hysteresis on power current characteristic of the laser diode [7] 
can substantially decrease the width of the polarization switching region defined by (5). 

In summary, we have considered the laser diode dual modulation (by pump current 
and confinement factor variation) possibility to be a method to control the polarization 
of the laser radiation. The carried out mathematical modelling of the laser diode under 
the dual modulation proved the possibility of direct control of laser radiation polarization 
keeping the output power near to be constant. 

The authors would like to thank F. N. Timofeev for helpful discussions. The work was 
done under the financial support of RFBR (grant # 96-02-17864a). 

Appendix 1 

Laser diode parameters used in calculations were as folows [7]: 
gTE = 1.45xl0-6cm3/s, gTM = 1.40xl0-6cm3/s, TTE = 2.0 ps, TTM = 1-61 ps, 
NTE = 4.5xl017cm"3, NTM = 3.29xl017cm"3, r = 3 ns, eEM = 2.0xl(T17cm3, 
eEE = 1.0xl(T17cm3, eME = 4.5xl(T17cm3, eMM = 6.0xl(T17cm3. 
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Abstract. In this paper we suggest Near-field configuration Radio-frequency Modulated light 
Reflectance technique (NRMR). NRMR spectra from GaAs/AlGaAs heterostructure were exper- 
imentally obtained. These spectra demonstrate a dramatic change in the reflectance. We have 
shown that the near-field radio-frequency perturbation are transferred along the heterostucture 
plane over extremely large distances which may be as large as several millimeters. 

1 Introduction 

Recently, Radio-frequency Modulated Reflectance (RMR) was proposed, as a novel 
optical modulation spectroscopy of semiconductor structures [1] and its great promise 
was shown at low temperatures with respect to traditional methods, such as photolu- 
minescence (PL), electrorefiectance and photorefiectance (PR). RMR principle is in 
the radio-frequency (if) or microwave electric field effect on a light reflection from the 
structure. The effect of NRMR is due to influence of a local rf field formed by elec- 
trodes one of which is much smaller then rf wavelength on a heterostructure dielectric 
permeability. Being locally enhanced rf electric field excites the sample much stronger 
than in RMR case. Earlier we have observed a large lateral photo-perturbation propa- 
gation in GaAs/AlGaAs, registered by local PL and PR measurements [2]. The NRMR 
perturbation spreads far more than the photo-excited charges and fields do [2-4]. 

2 Experiment 

We investigated GaAs/AlAGai_xAs heterostructures with two dimensional electron gas 
grown by molecular beam epitaxy with parameters commonly used in high electron 
mobility transistors (Fig. 1). To provide near-field radio-frequency perturbation sample 
was placed between plane electrode (pel, 1 cmx 1 cm) and cylindrical electrode (eel, 
0 100 /im) (Fig. 2). 20 MHz rf voltage was applied. Amplitude of rf voltage was 
modulated at 2 kHz. Reflectance was measured by means of optical fibers Fl and F2. 
All experiments were carried out at the temperature T = 77 K, rf voltage 300 V and 
spectral resolution 0.7 meV. 

Fig. 3 shows the scheme of the experimental set-up which we have used to investigate 
the NRMR effects (Fig. 3). Lamp (L) light is focused into the fiber Fl. Receiving fiber 
F2 guides light reflected from the sample surface to the spectrometer. Photodetector 
(PD) registers both dc and ac signals. Then ac signal is processed bymeans of the 
lock-in amplifier, low-frequency generator (If), rf high-voltage generator (rf) and time 
delay circuit (tD). 
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Fig. 1.  Schematic cross section of modulation 
doped heterostructure. 

Fig. 2.    Electrodes and optical fibers spatial 
arrangement. 
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Fig 3. Experimental set-up. 

3   Results and discussion 

Fig. 4 shows the NRMR spectrum obtained when the probing light spot was separated 
from the cylinder electrode by the distance X ~ 2 mm. The change in the reflectivity 
exceeds 4% in the energy region of GaAs band gap (1.508 eV). RMR spectrum (mul- 
tiplied by a factor 10 for comparison in Fig. 4) was formed at the same voltage as for 
NRMR but applied to capacitor plane electrodes producing homogeneous perturbation. 
RMR spectrum shape was described quantitatively by a model of [1] which takes into 
account the modulation of the internal homogeneous electric fields. But NRMR spec- 
trum is obtained in strong non-homogeneous field. In this case NRMR spectrum shape 
is described qualitatively by model in [1] for interband transition near to M0 critical 
point. The broadening of NRMR spectrum part at E < Es is explained by heating 
effects of two-dimensional electron gas in the external rf field. 

Changing the probing light intensity from 1 mW/cm2 to 100 mW/cm2 did not mod- 
ify the spectrum significantly. As the intensity was increased from 100 mW/cm2 to 
1 W/cm2, respective optical response diminished and became non-linear with respect 
to rf amplitude. In the case of strong probing light intensity the out-of-phase component 
of NRMR response becomes considerable. Shown in Fig. 5 are two spectra (in one 
scale) obtained at the same external conditions. But the former (thin line) was obtained 
synchronously with the perturbation modulation signal, the latter (thick line) was ob- 
tained with 90° phase shift, which corresponds to 125 /isec time delay. It means that 
the heterostructure optical properties are changed with respect to rf perturbation ap- 
pearance moment not only simultaneously but also with a some time delay. It validates 



NC.03 423 

1.50 1.51 1.52 
Energy (eV) 

Fig 4. RMR and NRMR spectra, probing light intensity 1 mW/cm2. 
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Fig 5. Phase dependence of NRMR spectrum with probe intensity 1 W/cm . 

the multi-region GaAs buffer layer model suggested in [1]. Measuring the two NRMR 
spectra shifted one to another by phase of 90° permits one to investigate the charge car- 
riers transposition in layer. Strong effect of modulated near-field on a light reflectance 
gives a new possibilities in the design of appropriate high-speed optical modulators, 
with reflected beam profile being controlled. 
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Abstract. Capacitance- and conductance-voltage characteristics have been measured at various 
frequencies and temperatures for a Schottky barrier structure containing three sheets of self- 
assembled InAs quantum dots in an n-GaAs matrix. By changing the temperature and the 
frequency of the measuring signal, it is possible to control quantum dot part of capacitance of the 
structure. It was shown that analysis of the admittance spectra allows us to obtain information 
about dynamic parameters of quantum dots. 

Introduction 

In recent years there has been great interest in the properties of heterostructures contain- 
ing self-assemled quantum dots (QDs) [1-8]. It has been shown that capacitance-voltage 
(C(V)) spectroscopy may be used to investigate the electronic structure of QDs [5-8]. 
In this paper we report an admittance spectroscopy study of a structure with a Schot- 
tky barrier on a n-type layer containing an array of vertically-coupled quantum dots 
(VECQDs). This technique allows us to study dynamic properties of QDs. 

1    Experimental details 

The samples are based on a type I InAs-GaAs heterostructure and were grown by MBE 
on a «+-GaAs substrate. The array of VECQDs consists of three sheets of InAs QDs 
with a 50 A thick GaAs spacer inserted between the InAs islanding layers. The QDs 
were formed in situ as the result of the transformation of an elastically strained InAs 
layer with effective thickness 1.7 ML on a lattice mismatched GaAs layer. The QDs 
may be used as Stressors to form the next layer of QDs, provided the thickness of the 
spacer is less than 100 A [3, 4]. In this case the QDs are vertically aligned (stacked) 
and electronically coupled in the growth direction. Therefore each stack of QDs may be 
considered as a one large QD (like a pillar). The VECQDs were sandwiched between 
a 0.5 jLtm-thick GaAs cap and a 1 /zm-thick GaAs buffer layer. Both the cap and buffer 
layers were uniformly doped with Si at a level of about 2 x 1016 cm"3 except for 100 A 
thick undoped spacers on each sides of the VECQDs layer. Schottky barriers were made 
by deposition of Au through a shadow mask (350 /im diameter). 

The capacitance (C) and conductance (G) characteristics of the devices were mea- 
sured over a frequency range of 10 kHz to 1 MHz using an HP4275A LCR meter. The 
amplitude of the measuring signal (Kosc) was 10 mV. 
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Fig 1. (a) C{V) characteristics of QD structure at / = 1 MHz measured at digfferent tempera- 
tures: — 15 K, 30 K, 50 K, — 77 K, • • • 200 K. The insert shows the conduction band 
diagram of the structure, (b) C{T) and (c) G{T) characteristics of QD structure at Vrcv = —2.75 V. 

2   Results and discussion 

There is a step in the C(V) characteristic related to the discharging of the QDs (Fig. la) 
[6-8]. According to the model presented in Refs. [6-8], the width of a plateau in the C(V) 
characteristic depends on the steady state occupation of the electron levels in the QDs. 
This, in turn, is determined at a given temperature by the sheet concentration Nqd of QDs 
and the Fermi-Dirac function depending on the relative positions of the electron level 
in the QDs (Eqd) and the bulk Fermi level (E?) in the GaAs matrix (insert on Fig. la) 
[6-8]. The sheet concentration of QDs was found to be Nqd = 5 x 1010 cm"2 from 
a plan-view transmission electron microscopy image. The density of electron states in 
the QD sheet may be approximated by a Gaussian function, which describes the spread 
of energies associated with the distribution of QD sizes [3]. By fitting measured C(V) 
characteristics to the model [7, 8] we find that the density of electron states in VECQDs 
corresponds to a Gaussian distribution with centre at Eqd = 70 meV from the bottom 
of the GaAs conduction band and standard deviation of Aiiqd = 80 meV. 

Our model describes fairly accurately the experimental C(V) and Afc'K(W) character- 
istics at temperatures higher than 70 K. However, discrepancies between the model and 
experimental data are observed at T < 70 K, when the step in the C(V) characteristic 
is suppressed. It is due to the fact that the calculated capacitance of the QD structure 
is derived from the equation C = AQ/AV, based on "quasi-static" conditions, i.e., the 
temporal change in the charge variation AQ caused by the increment of the reverse bias 
AV is neglected. However, in practice, the capacitance is measured by superimposing 



426 Nanostructure Characterization and Novel Atomic-Scale Probing Techniques 

1.0 

QO.S 
& 

§ 
0.5 

Ü 

0.3 

■3.7 V 

S.bi»«<Ä&sPA..-*- 

25 50 75 
Temperature (K) 

100 

Fig 2. G{T) characteristics of the QD structure, measured at / = 100 kHz for different values 
of the Vrcv. 

a small oscillation signal F"osc at a frequency / on the applied DC reverse bias VTev. Note 
that F"osc modulates the charge both at the edge of the space charge region (dQyo) and 
at the point where the Fermi level crosses the electron level in the QDs (dQqd). 

A theoretical treatment of the C(V) characteristics of QD structures [5-7] indicates 
that in the region of the capacitance plateau from -2.0 V to -3.5 V (Fig. la) the 
change in the space-charge-region width AW due to the increment of the reverse bias 
AV becomes so small that dQqd is larger than clQ^v, i.e. Cqd is higher than C3D 
(Fig. la). As the temperature is lowered from 70 K to 15 K, the quantum part of 
capacitance Cqd decreases (Fig. la), despite the fact that the occupation of QDs tends 
to be saturated [6, 7]. At T = 15 K, Cqd disappears entirely (Fig. la). Considering that 
escape of electrons from the QDs is a slower process than capture [3], at T = 15 K 
the thermionic emission rate of electrons (e„) from the QDs is much lower than the 
angular measurement frequency 2irf, i.e. freezing-out of electrons on QD levels takes 
place [8]. This freezing-out of the carriers in the QDs sheet at low temperatures is a 
distinctive property of zero-dimensional systems and is not observed in quantum-well 
structures possessing in-plane conductivity [9]. 

The thermionic emission rate depends exponentially both on the temperature and 
the energy of the QD electron levels, therefore through the change of the measurement 
frequency and the temperature we can control the quantum part of capacitance Cqd. In 
Fig. lb,c C(T) and G(T) characteristics of QD structure measured at Vtev = -2.75 V 
are depicted. Temperature of the recovery of the Cqd depends on the measurement 
frequency. Each steps in capacitance corresponds to the peak in conductance. Since 
the array of self-assembled QDs has a Gaussian density-of-states, we can study different 
part the QD energy spectra through the change of the reverse bias (insert on Fig. la). 
As the Krev is increased the position of the conductance peak goes to higher temperature 
(Fig. 2). It means the more deaper states contributes to the quantum part of capacitance 
Cqd. Note, that there is no signal in G(T) spectrum if Vtev > -4 V, because in this case 
QDs are practically empty (Fig. la, Fig. 2). 



NC.04 427 

3    Conclusions 

We have investigated the frequency-dependent admittance spectra of an n-GaAs struc- 
ture containing self-assembled InAs QDs. It was found that the C(T) and G(T) char- 
acteristics of the quantum part of capacitance Cq<j depend on the relation between the 
thermionic emission rate e„ of electrons from QDs and the angular measurement fre- 
quency 2irf. Analysis of the admittance spectra can give us information about dynamic 
parameters of the QDs. 
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Abstract. Ni nanoparticles with sizes ranging from 40 to 400 nm formed by thermal annealing 
of thin film were investigated by atomic and magnetic force microscopy in situ in presence of 
applied magnetic field up to 300 Oe. By comparison of the corresponding experimental AFM 
and MFM images and computer simulated MFM images, the small particles with diameter below 
100 nm were found to be in single domain state. The the direction of total magnetization of greater 
particles is defined by their shape anisotropy The MFM image features and the magnetization 
reversal mechanism of such particles are explained in terms of a vortex magnetization. 

Introduction 

Scanning probe microscopy permits simultaneous measurements of the topography and 
magnetic stray field of the sample with nanometer-scale resolution [1]. It is essential, 
that it is possible to study magnetization reversal of surface structures with magnetic 
force microscopy (MFM) in situ using an external magnetic field [2]. A special interest 
at the present time is caused by planar magnetic nanostructures, containing isolated 
ferromagnetic single domain nanoparticles because of their potential as ultra high density 
magnetic storage media (so-called quantized magnetic disks—QMD [3]). 

The detection of uniformly magnetized ferromagnetic nanoparticles obtained after 
thermal annealing of the thin nickel film with MFM and the studying of the dependence 
of magnetization reversal process in such particles on their shapes and sizes in the 
presence of applied magnetic field are the purposes of the present work. 

Experiments and discussion 

Surface topography images with nanometer-scale resolution were obtained with scanning 
probe microscope P4-SPM-MDT. Magnetic measurements were taken by Nanoscope III. 
In both microscopes ax. mode was used. Working in lift mode with double scanning 
of each line with registrating at first a relief and then magnetic interaction allows to 
obtain simultaneously the topographical and magnetic image of the same place of a 
surface. The resulting magnetic image consists of dark and light sites (so-called magnetic 
contrast), corresponding to areas with various magnetic interaction of a magnetic tip 
with a surface [1]. 

The Si cantilevers coated by Fe were used during magnetic measurements. Previously 
the tip was magnetized so that its magnetization direction was perpendicular to the 
sample surface.  During the experiments on magnetization reversal in situ the MFM 
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was placed between electromagnet poles so as external magnetic field ranged from 
-300 up to +300 Oe was along the surface plane. 

The Ni films were prepared on fused quartz substrates with vacuum evaporation. The 
ATM images show that such film consists of the tightly adjoining Ni islands completely 
covering the substrate, with their profile heights ranging from 30 up to 70 nm. In other 
words, the metal islands are connected to themselves by bridges. 

After annealing in atmosphere at 800° C well separated particles mainly of two 
types were obtained: small with diameter from 60 up to 150 nm and height up to 
65 nm (Fig. la), and greater with diameter from 250 up to 400 nm and height up to 
250 nm. Majority of particles with the lateral sizes less then 150 nm have the shape 
close to spherical, however, among the greater particles there are the axial particles 
with the aspect ratio 1:2 (more rarely 1:3). From measurements on boundary of film- 
substrate it is well visible that the particles are placed separately and do not touch 
each other. The AFM data shows, that during the annealing the bridges between metal 
islands tear because the metal islands tend to have the thermodynamically equilibrium 
shape, defined by forces of surface tension, at high temperature. The observable film 
transformation is known as a self-coalescence process [4]. 

Visible lateral sizes of the small particles, with radius comparable to tip radius, can 
be essential larger than true ones due to known tip-sample convolution effect. Therefore 
earlier offered numerical deconvolution technique was used for estimating of the lateral 
sizes of particles [5]. The corrected diameters of particles with the visible lateral sizes 
less than 150 nm were approximately on 30 percents less owing to convolution with 
such tip. The small particles with heights up to 70 nm had nearly spherical shape, as 
their real diameters were equal to 80-90 nm. 

The known formula for magnetic interactions [1] have been used for computer 
simulation of the MFM images from the Ni particles. A particle was approximated 
by the cylinder, height and diameter of which coincide with the sizes of the particle. 
The cylinder was divided into 900 fragments. Each fragment was substituted by a 
single magnetic dipole, which was placed in a barycentre of the fragment. In single 
domain state when the magnetic moments of all fragments of the particle are oriented 
uniformly along the surface the corresponding magnetic image should have characteristic 
view, presented in Fig. lb. The magnetic contrast (dark and light areas on the MFM 
image) is connected with formation of magnetic poles on the ends of single-domain 
ferromagnetic particle. The line which connects centers of light and dark areas on the 
magnetic image shows the direction of vector of summarized particle magnetization 
(M). 

In case of absence of an additional external field, the MFM images with enough 
strong magnetic contrast which is characteristic to uniform magnetization, were observed 
only from rather small spherical particles, with a visible diameter less than 100 nm that 
is well conformed to known theoretical and experimental value of the critical size of a 
single domain state for Ni particles, which is equal to 60 nm [6]. The magnetization of 
axial ones was directed along a long axis of the particle, that is along an easy axis of 
magnetization. 

Under rather small external magnetic field (300 Oe) all magnetic moments of Ni 
spherical particles line up along the field with saving a high degree of an order (Fig. lc). 
After change of direction of the external magnetic field on 180° magnetization vector 
M of the particle also turns on 180° (Fig. Id), that is characteristic of magnetic reversal 
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Fig 1.   Magnetization reversal of single domain Ni particle in an external magnetic field. 
a—topographic image of the particle; b—computer simulation of MFM-image, corresponding to 
this particle, c, d—experimental MFM-image of the same particle at the presence of field 300 Oe 
(direction of the field is marked by the arrows). 

of single domain particles [2]. 
The magnetic contrast from lager particles is much weaker and has more complex 

structure. It testifies that such particles are not single domain and are magnetized non- 
uniformly. The experimental magnetic images of these particles do not show domain 
walls. It allows to assume, that vortex distribution of magnetization is characteristic 
for the larger particles. The presence of magnetization turbulences in a particle should 
considerably reduce the magnitude of magnetic interaction of a microprobe with such 
particle and also reduce magnetic contrast. 

The process of magnetic reversal of larger particles differs from magnetic reversal of 
single domain particles. The switching on of an additional external field (300 Oe) during 
measurements appreciably strengthens magnetic contrast, first of all for axial particles 
with magnetization directed along the field or under a small angle to it, what speaks 
about increase of a degree of uniformity of their magnetization. It is essential, that the 
direction of a vector of a total magnetization M for axial particles does not coincide with 
an external field and builds along a long axis of the particle, that coincides with an axis 
of easy magnetization of the particle connected to its shape anisotropy. The features 
of magnetic reversal of axial particles, apparently, are connected to their individual 
hysteresis properties, that is to influence of such factors as its shape anisotropy, magnetic 
crystalline anisotropy, remanent magnetization, external field magnitude on a degree of 
magnetic order of separate particle. The assumption of non-uniform magnetic reversal 
of large particles with formation of vortex structures is well enough coordinated with 
experimental researches and theoretical accounts carried out earlier by other methods [7]. 

Thus, in the work the first results demonstrating successful applying of atomic and 
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magnetic force microscopy for study of morphology, micromagnetism and magnetization 
reversal of Ni nanoparticles obtained by coalescence method are submitted. The isolated 
metal particles with the lateral sizes from 40 up to 400 nm and height from 40 up to 
250 nm were fabricated on the surface of fused quartz. The particles with size less than 
100 nm had the shape close to spherical. The larger flat particles were both round, and 
axial with aspect ratio 1:2 mainly. By comparison of the corresponding topographical 
and magnetic images, and also with computer simulation of the magnetic images it was 
found, that the particles with size less than 100 nm are single domain and easily switch 
in a direction of an external field, keeping a uniform magnetization. The increase of a 
degree of uniformity of magnetization in magnetic field is characteristic for larger axial 
particles, however, the direction of total magnetization of such particles is defined by an 
anisotropy of their shape, instead of external field. The features of the magnetic images 
of particles with the size more than 150 nm and mechanisms of their magnetization 
reversal is associated with the presence of vortex structure of magnetization in them. 

The work is supported by Program "Physics of solid state nanostructures" (Grant 96- 
1034), by Russian Basic Research Foundation (Grant 96-02-16323) and by Russian 
Ministry of Sciences and Technologies (Grant 143/57/4). 
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Abstract. Semiconducting structure containing the planes of self assembled InAs quantum dots 
(QD) in the GaAs matrix are studied by means of junction space charge spectroscopy methods. 
The effects associated with low temperature GaAs covering layer, with the wetting layer (WL) 
and with QDs itself are separated. It is found that DLTS signal in the structures with the high 
density of the QD exhibits not usual properties. A new model is proposed that takes into account 
the electron capture from the free electron "lake" arising due to a large repulsive barrier of the 
QD planes. 

1 Introduction 

At the present the electronic properties of semiconducting structures containing self- 
assembled quantum dots (QD) are studying intensively both theoretically and experi- 
mentally. A satisfactory agreement was found between the theory and experimental data 
obtained by means of the optical spectroscopy methods [1]. Recently, junction space 
charge spectroscopy, such as capacitance voltage profiling (CV) [3] and deep level tran- 
sient spectroscopy (DUTS) [2, 4] was used for the measurements of semiconducting 
structures with QD. It was found that the shape and other properties of the DUTS peaks 
distinguished noticeably from the ones due to usual point-like defects as well as due 
to quantum well structures [5]. The peculiarities observed does not allowed to get an 
unambiguous information about the electron transitions between the local energy states 
of QD and semiconductors bands. 

In this work we present the results of our investigation of InAs/GaAs QD by means 
of CV, DUTS, as well as admittance spectroscopy (AS) and optical DUTS (ODUTS). We 
propose a new explanation of the origin of the capacitance transients in the Schottky- 
diodes with the plane of a high QD density. 

2 Samples 

The structures studied were grown on (100) Si-doped GaAs substrates by solid-source 
molecular beam epitaxy (MBE) in Riber 32P apparatus using As4 species and atomic 
fluxes of indium and gallium. Silicon was used for n-type doping. All structures were 
grown under standard for MBE condition of enrichment by group V element (As). After 
annealing of substrate in growth chamber at 620 °C during 10 minutes the 0.2 /im 
layer of GaAs with high level of Si-doping was deposited.   The next 0.8 /im layer 
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slightly doped with silicon contained 10 nm of undoped GaAs. The structures under 
investigation differed by amount of InAs deposited in the middle of undoped layer 
and contained 4, 1.7 and 1 monolayer (ML) of InAs, and the last sample contained 
no InAs insertion. The substrate temperature was 485 °C for the deposition of InAs 
and 10 nm GaAs covering layer to exclude effects of In segregation and »evaporation 
and 600 °C for the rest of the structure. In the case of the sample without InAs the 
substrate temperature also decrease to 485 °C at deposition of 10 nm GaAs. According 
to the data of transmission electron microscopy, 1 ML of InAs is equivalent the wetting 
layer (WL) thickness (i.e. no quantum dots), whereas 1.7 ML is sufficient to form 
quantum dots (QDs), (i.e., QDs on WL). Thus, having such set of the samples the 
effects associated with low temperature GaAs covering layer, WL, and, finally, with 
QDs itself can be separated. 

CV-profiles of net-donor concentration, ND, AS, DLTS and ODLTS spectra were 
measured on the Schottky-diodes preparing by evaporating of the gold contacts on the 
top of the structures in the temperature ranges between 80 and 350 K. 

3   Results 

The diodes without InAs (Q = 0) layer showed only a week step on CV-profiles 
correspondent to lowering of the net-donor density which is believed due to non-doped 
GaAs-layer. Introducing InAs leads to the appearance an apparent peak of the ND 

that at the room temperature increased with the increasing the depth of the InAs layer 
indicating the presence of the acceptor-like levels lying below the shallow donor level. 

The samples with Q = 0 and Q = 1 do not show any signal during the measurements 
of AS, DLTS and ODLTS. AS measurements on the samples with Q = 1.7 reveal a peak 
of the HF-conductance and a step of the capacitance at a temperature of 85 K at the 
testing voltage frequency v = 1 MHz. The energy activation of the thermoemission of 
electrons from apparent level of about 80±20 meV was estimated from the Arrenius-plot 
data obtained by the variation of v from 1 to 10 MHz. 

DLTS signal in a wide temperature region was detected in the samples with Q = 4. 
The shape of the spectrum changes dramatically when the applied bias changes. At 
at a forward or at a sufficiently low reverse voltage bias DLTS spectrum with a low 
temperature peak QD and high temperature peaks HT (Fig. 1) was registered. When 
the reverse bias voltage was increased the spectrum consisted of subsequential positive 
and negative peaks similar to the reported in [4] that should be ascribed to the emission 
from electron and hole traps respectively. It was found that QD-peak decreased with 
the decreasing filling pulse amplitude, Up, with the appearance threshold of about 
0.3-0.4 eV whereas HT peak remained constant up to, Up = 0.05 V. That allows to 
separate the peaks by appropriate sequences of Up (Fig. 1) during DLTS experiment. The 
activation energies of the apparent emission proccess were found to be 0.33 ±0.02 eV 
for QD peak and to be in the ranges from 0.4 to 0.6 eV for HT peak depending on 
the condition of the experiment. The amplitude of the QD does not whereas that of 
HT peak strongly depended on the temperature. Both peaks had similar logarithmic 
dependence on the refilling pulse duration that indicates the electron capture limiting 
with a occupancy dependent barrier. 
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Fig 1. DLTS-Spectra on the sample QD-4ML as measured in a single tempreature scan. Up 

1—2.5 V, 2—0.5 V. Ui, = 0 V. Dotted line is the difference bettween lines 1 and 2. 

4    Discussion 

The properties of the DLTS-peak QD are in accordance with the usual theory of the 
thermoemission from the traps except the low temperature tail of the signal, that was 
previously reported in [2] for the InP QD and may be due to the direct tunneling of the 
electrons from the QD states. That is why we ascribe QD-peak to the electron confined 
states of the InAs/GaAs quantum dots. The activation energy of the QD-peak agrees 
well with the theoretical calculations for the QD with a base diameter of 14 nm. 

To explain other peculiarities of the DLTS signal in the samples with a high density 
of quantum dots we propose the model of the free carriers capture limited relaxation 
as follows. The plane with the QD when filled with electrons builds a large repulsive 
barrier for the electrons like the electronic states of grain boundaries in semiconductors 
[6]. During the filling voltage pulses not only the electron occupancy of the QD-levels 
but also the free electron density in the conduction band between the QD-plane and 
metallic contact increase because of the local minimum of the electrostatic potential, 
in between. In this way an electron "lake" will be created just after switching off the 
filling pulses. During the emission phase of the DLTS experiment the electron emission 
from the QD levels occurs in the presence of the electron current from the "lake" 
flowing through the QD plane. The rate of the QD states occupancy relaxation will 
be then defined as a sum of the electron emission and the electron capture rates and 
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will be sooner than the rate of the relaxation of the free electron density in the "lake". 
That is why the kinetic of the QD states occupancy will follow the kinetic of the time 
changes of the free electron density in the "lake". The latter is defined by the barrier 
that decreases with increasing of the voltage bias applied to the diode. 

Detailed analysis of the model including mathematical treatment of the problem that 
will be presented at the conference allows to explain all properties of DLTS spectra 
observed. 
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Introduction 

Investigation of optical and electrical properties of composite metal-insulator materials 
has been the topic of a considerable number of recent papers. For metallic particles in 
the size range of about 10 A the phenomenon of macroscopic charge quantization is 
observed [1], which could make materials of this kind useful for creating single-electron 
devices. In order to produce these properties, it is necessary to know the chemical 
state of the cluster-forming atoms, the average cluster size and the average distance 
between them. One of the most effective ways to study the chemical state of elements 
is x-ray photoelectron spectroscopy, or XPS. Chemical states of atoms are determined 
by analyzing the chemical shifts of the photoelectron lines associated with changes in 
the binding energies Eb of core electrons arising from changes in the interaction with 
neighbouring atoms. In this work we have attempted to obtain composite metal-insulator 
films of Cu/SiCh containing Cu-clusters and atoms in the unoxidized state. When an 
oxide is used as the insulator it is important to control the degree of oxidation of the 
metal introduced. We have aimed to develop the diagnostics for the chemical state 
identification of metal atoms and for obtaining parameters of ensemble of metal-clusters 
which are important for the single-electron tunneling processes. 

Methods 

The composite thin films of Cu/SiCh were obtained by simultaneous sputtering of copper 
and quartz targets on a SEM-450 (Alcatel) setup after first pumping the chamber down 
to 10-5 Pa [2]. The deposition took place in an atmosphere of pure argon at a pressure 
of 0.3 Pa. The substrates temperature never exceeded 100°C The films were deposited 
on a substrate made of Si that was first oxidised in dry oxygen, producing an oxide 
layer 500 A thick. The sublayer of SiCh acted as a barrier to diffusion of copper into 
the substrate during the annealing of the composite films (see below). In this paper 
we discuss composite films with a thickness of 2000 A in which the copper content 
was around 5 vol%, according to microanalysis data. A part of our films were annealed 
in an atmosphere of hydrogen at 850°C for 30 min. In the course of the annealing, 
clusters form, which are clearly visible in the transmission electron microscope (TEM). 
It is clear from TEM photograph that copper clusters with a characteristic size 50 A 
form nonuniformly in the bulk of the film. There are no clusters with sizes larger than 
10 A in a subsurface layer of thickness about 150 A (the resolution of the microscope 
was around 10 A). The reason for this depletion of large clusters near the surface is 
unclear. This region has been a subject of our particular interest because it could be 
a promising material for single-electron devices if there are clusters there with sizes 
around or smaller then 10 A. The concentration and chemical states of copper near 
the surfaces of the as-grown and annealed samples were measured by XPS using AlKa 
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x-rays (1486.6 eV). A Leybold-AG LHS-11 electron spectrometer was used. The films 
were cleaned with low energy (E\ = 500 eV) Ar+ ions to reduced the possible influence 
of ion bombardment on the chemical state of the films under study to 1-2 atomic lay 'ers. 

Results 

The relative content of main elements was determined from the intensity of the corre- 
sponding photoelectron lines using element sensitivity coefficients determined earlier. 
In this measurements, the ratio of the numbers of silicon and oxygen atoms turns out 
to be close to stoichiometric for SiC>2 in both the as-grown and the annealed films. The 
measured copper concentration in the subsurface region was CQI = 5 ± 1% for the 
as-grown sample and Ccu = 4 ± 1 % for the annealed sample, in agreement with the 
average concentration obtained by x-ray microanalysis. 

Analysis of chemical shifts of these photoelectron lines was complicated by static 
charging of the samples in the photoemission process. The amount of chemical shift due 
to charging was determined by comparing the position of the Si2P line with literature 
data for SiCh (Eb = 103.4 eV [3]). The average value of the shift due to charging of 
the as-grown sample was AE = 10.0 eV, while AE = 3.0 eV in the annealed sample. 
This increase in the line shift as a result of annealing is connected with a decrease in the 
conductivity of the material and is an additional evidence of segregation of copper of 
the as-grown sample into clusters. The spectra of Cu2p3/2 photoelectrons and CuLVV 
Auger electrons shown in Fig. 1 and Fig. 2 were corrected for the value of static charge. 
Figure la shows Cu2p3//2 spectra obtained before ionic cleaning of the sample surface. 
The intense low-energy satellites are present only in the oxide and hydroxide spectra 
of divalent copper (CuO, Cu(OH)2). The satellite and the corresponding hydroxide 
shoulder of the fundamental line disappear almost completely when a layer of thickness 
10-15 A is etched from the surface (Fig. lb). Hence, the photoelectron spectra leads us 
to conclude that copper at the surface was oxidized by atmosphere oxygen and it is not 
oxidized to its divalent state in the bulk region of either samples. A second conclusion 
that follows directly from Fig. 1 is that annealing changes the chemical state of copper 
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Fig 1. Cu2p3/2 XPS spectra of as-grown (1) and annealed (2) samples measured on the original 
(a) and cleaned (b) surfaces. 
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Table 1. Binding energy Eb (Cu2p3/2) and value of Auger parameter a for samples under study 
and number of compounds. 

Eb, eV a, eV 

Cu 939.7±0.2 [3] 1851.3±0.2 [3] 
Cu20 932.6±0.3 [3] 

932.0±0.2 [4] 
1849.5±0.2 [3] 

CuO 933.5±0.3 [3] 
933.6±0.2 [4] 

1851.5±0.3 [3] 

Cu(OH)2 935.0±0.2 [4] — 
Cu^Si02 933.5 [5] — 
as-grown film 933.7±0.1 1847.2±0.2 
annealed film 932.8±0.1 1851.2±0.2 

markedly, since the binding energy of the core 2p electron changes. Among the possible 
remaining states we can list univalent copper oxide C112O, elemental copper in the SiCh 
matrix, and metallic copper segregated into clusters. 

Since reliable identification of the oxide C112O and metallic copper based on core 
binding energy is hindered by the closeness of these energies, we extracted additional 
information from the Auger parameter a = Eb + EA, where EA is the kinetic energy 
of the corresponding Auger electron [3]. The physical meaning of the Auger parameter 
implies that its change when one chemical state converted to another is very close to 
the change in relaxation energy for the same chemical change. The states of copper 
for the films under study was identified from data of Table 1, in which we list values 
of the a and Eb for various copper compounds averaged over the data compiled in 
Ref. [3] and also values of Eb we obtained previously using one spectrometer under 
the same condition [4]. Comparison of the measured value of isb(Cu2p3/2) and of a 
for samples under study with literature one's for number of compounds allows us to 
conclude unambiguously that (i) a larger portion of copper is in the metallic state in the 
annealed sample, which can be true only if copper clusters form; (ii) practically all of 
copper is in the form of unoxidized atoms dispersed in the matrix of as-grown sample. 
The identification procedure is described in more details in our previous work [2]. 

Let us estimate the possible range of sizes of clusters. Based on the data from [6] 
for clusters of an element with similar electronic structure, silver, the values of Eb and a 
approach the metallic values in particles that include decades or more atoms, i.e., with 
diameters of the order of 10 Ä or more. It is the average size of our clusters because 
the TEM data reveals no clusters with sizes larger than 10 Ä in the subsurface region. 

To describe the cluster ensemble we have to know the percentage of copper atoms 
in clusters. For this we consider the CuLMM Auger spectra (Fig. 2) for the as-grown 
(curve 1) and annealed (curve 2) sample, and also the Auger spectrum of bulk metallic 
copper (curve 3) after subtracting the background formed by multiple scattering of the 
Auger electrons [2]. The complex shape of the spectrum of the annealed material allows 
to assume that it is a combination of spectra of metallic and elemental copper strongly 
shifted with respect to one another. A numerical simulation of the Auger spectrum of 
the annealed sample by the combination of spectra of metallic copper (curve 3 in Fig. 2) 
and elemental copper in a SiCh matrix (curve 1 in Fig. 2) showed that 70% of copper 
atoms are segregated into clusters. It is seen from the Fig. 2 (curve 1') that 5% of all 
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Fig 2. Spectra of CuLVV Auger electrons from the as-grown (1) and annealed (2) samples, and 
from metallic copper (3): 1' — contribution of metallic copper, 2' — model spectrum. 

Table 2. The parameters of clusters in Cu/SiC>2 composite films. 

<N),A   Cd, cm"3   {!>,. 

as-grown film      45       4.8-10 
annealed film      45       6.7 • 10 19 

59 
25 

copper segregates into clusters even during the deposition and before annealing. Taking 
into account the percentage of copper atoms in clusters, the full copper concentration 
measured and the average cluster size (N), we can estimate the concentration of clusters 
and atoms and the average distance between neighbour clusters and atoms (1) (Tabl. 2). 

Summary 

Thus, the XPS-TEM study of Cu/SiCh composite metal-insulator films allowed us to 
develop the diagnostics of the chemical states of metal atoms and the parameters of the 
ensembles of metal-clusters and metal-atoms which are important for single-electron 
tunnelling processes. 

This work was carried out with the financial support of MNTP, the "Physics of Solid- 
State Nanostructures" program (Projects 97-3005), the GNTR "Promising Micro- and 
Nanoelectronic Technologies" (Project 151/57/1), Grants No. 96-02-17966 and 96-02- 
18781 from the Russian Fund for Fundamental Research, and also with the help of 
St-Petersburg Joined Analytical Center. 
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Abstract. Results on Cu K-edge x-ray absorption study of copper dispersed in SiC>2 are reported. 
Randomly distributed in as-made samples at low concentration, copper atoms tends to form 
clusters at larger concentrations. The cluster size reaches a size of 20 to 50 Ä after which the 
cluster growth stops. Only the first-neighbour peak is observed in as-made samples indicating 
either a very strong disorder in clusters or their low-dimensionality. Annealing results in the 
formation of copper clusters of the same size with fee structure. 

1 Introduction 

Composite materials containing metallic particles of nanometer sizes embedded in in- 
sulating media have attracted wide interest because of their unique properties distinct 
from both metal and insulator. A new activity in this field was invoked by the suggestion 
that single-electron transport phenomena can be observed in metal-insulator compos- 
ites at elevated temperatures [1]. For many such applications the detailed knowledge of 
structure parameters are of primary importance. 

In this paper we report the results of Extended X-ray Absorption Fine Structure 
(EXAFS) measurements and present information on the structure of copper clusters 
embedded into SiCh. In particular, it was shown that copper atoms randomly distributed 
in SiCh in as-made samples with low copper concentration form nanoclusters with fee 
structure upon increase of copper content and/or upon annealing. 

2 Experimental 

Cu-SiCh samples were prepared by RF-magnetron co-sputtering of copper and silica in 
Ar gas atmosphere to obtain 0.1 /im thick films. By choosing the sputtering rates at 
each magnetron source the concentration of copper in silica was varied in a wide range 
from 8 to 40 volume %. The obtained films were annealed in hydrogen atmosphere, 
the temperature ranging from 700°C to 950°C, from 10 to 30 minutes. 

The measurements were performed at BL13B station at the Photon Factory [2] using 
a 27-pole wiggler in a fluorescence mode. An array of 19-element high-purity Ge solid- 
state detectors was used to detect the fluorescence. Metallic bulk copper and CuCh 
have been used as standards in the data analysis. 
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Fig 1. Raw EXAFS spectra of as-made samples with different Cu concentration measured 
at room temperature. Concentration of copper is marked in the figure. EXAFS spectra for 
annealed sample with intermediate Cu concentration as well as that for bulk copper are shown 
for comparison. 

3   Results 

Figure 1 shows raw Cu K-EXAFS oscillations measured at room temperature for as- 
prepared samples with copper concentration of 8 and 32% as a function of photoelectron 
wavenumber k after subtracting the smooth background due to the atomic absorption. 
The background function given as a combination of the third and forth order poly- 
nomials, with tabulated coefficients (Victoreen Function) which smoothly interpolate 
EXAFS oscillations using a cubic spline method, was normalized to the edge jump and 
subtracted from the fluorescence spectrum. One can see that in the spectrum for the 
low concentration the signal intensity is lower and oscillations damp at lower ^-values, 
which is characteristic of interaction with a light element. The spectrum for the sample 
with larger copper concentration clearly resembles that of bulk copper shown in the 
same figure for comparison. 

The EXAFS oscillations multiplied by k[kx(k)] were Fourier-transformed (Fig. 2) 
into the real space using the region extending from 4.5 to 15 A-1. It is seen that the 
sample with the lowest concentration does not have a peak at distances corresponding 
to Cu-Cu bond length. There is a small feature in that spectrum located at a some- 
what smaller distances (~ 1.2 A which may be indicative of dimer formation. As the 
concentration of copper increases, the Cu-Cu peak clearly appears. 

The least-squares curve-fitting, based on the single-scattering theory [3] and FEFF [4] 
amplitudes, gives values of the average coordination numbers, bond lengths and disorder 
parameters (Debye-Waller factor) summarized in Table 1. One can see from the table 
that a small feature in the sample containing 8% Cu can, indeed, be attributed to dimers 
whose bond length is between that of a free dimer and a Cu-Cu bond length in bulk 
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Fig 2. Fourier transforms of the spectra shown in figure 1. 

Table 1. Coordination numbers, bond length and MSRD for Cu-Cu interaction in as-made samples 
with different Cu concentrations. 

Copper Coordination Bondlength DW factor 
concentration, number 

vol.% Ä (±0.005) Ä 
8 0.9±0.2 2.45 0.042 
16 2.7±0.5 2.54 0.073 
20 5.6±0.8 2.54 0.092 
25 8.1±1.0 2.55 0.096 
32 8.0±1.0 2.56 0.080 

bulk Cu 12.0 2.26 0.044 

copper. As the concentration of copper increases, both the coordination number and 
bond length also increase. The Cu-Cu bond length in a cluster becomes equal to that 
in bulk metal at concentration more than 25 vol. % of copper, while the coordination 
number remains smaller. 

4    Discussion 

It is reasonable to assume that in an as-prepared samples with low copper concentra- 
tion copper is randomly distributed throughout the SiC>2 matrix. In this case one should 
expect a very weak Cu-Cu correlation which agrees well with the obtained data for the 
as-prepared sample with the lowest concentration of copper. As the concentration of 
copper increases, Cu-Cu correlation becomes stronger and small Cu-clusters are formed 
which become larger in size as the copper concentration is further increased. Interest- 
ingly, after the coordination number reaches 8 no further increase in the coordination 
number is observed which implies that a certain portion of Cu atoms (about 25%) does 
not form dense clusters. 

Another interesting feature is the absence of higher shells in the Fourier transforms 
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of the spectra for as-made samples. Given the size of the cluster of 50 Ä [5] such peaks 
should have been observed. Their absence may be considered as an indication of strong 
disorder which agrees with the obtained values of mean-square relative displacement 
(MSRD) in as-made films being larger than in bulk copper. Upon annealing, the 
fee structure is established as clearly evidenced by the Fourier transformed spectrum 
(Kg- 2). 
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Abstract. We have observed a strong dependence of the intensity of the ordering-induced 
phonon bands on thermal treatment (rapid cooling and annealing) in Raman spectra (RS) of 
CuPtß ordered Gao.5Ino.5P alloys. The changes of the Raman intensity occur only in diagonal 
backscattering configuration: / || [110], where the polarization of light is parallel to the mirror 
planes of the ordered structure. We found that there are at least two different intensity distributions 
of the optical phonon bands the appearance of which is determined by thermal treatment and the 
alloy film thickness. The bond polarizability model analysis shows that the observed RS behaviour 
can be described in terms of the order-disorder martensitic transition on trigonal lattice sites. 

1 Introduction 

It is well known that microstructure of nearly all technologically important semicon- 
ductor alloys exhibit strong deviations from random atomic distribution [1]. These 
deviatioons appear as phase separation, short- and long-range order effects and are de- 
termined by thermodynamics and kinetics of the growth process. When the distribution 
of the atoms in alloy lattice sites is fixed, there exists degrees of freedom associated with 
crystal lattice-site rearrangement. The phase transformation in the alloys that can be 
treated only in terms of the displacements is known in classical metallurgy as diffusion- 
less (martensitic) transformation [2]. Here we present results of the first observation 
of the martensitic transformation in epitaxial films of a semiconductor alloy. The alloy 
system is a CuPts-type long range ordered Gao.5Ino.5P alloy [1], and the transition is 
revealed as a strong change of the Raman intensity of optical phonon modes on rapid 
cooling of the alloy. A bond polarizability model analysis shows the connection of 
the Raman intensities of the long-range ordered Gao.5Ino.5P with trigonal lattice site 
rearrangement. 

2 Experiment 

Samples used were grown by MOVPE at temperature about 650 °C on (001) GaAs 
substrates. A substrate orientation of 6° miscut towards the [11 1]B direction was used to 
obtain a single orientation of the ordered CuPtß-type structure ([lllJß-GaP/InP mono- 
layer superlattice). We have investigated two samples with ordering degree about 0.5 
and epilayer thickness 0.3 ("thin") and 3 /im ("thick"). The thermal treatment consisted 
of a rapid cooling down to 77 K, followed by annealing at T = 400° C for 30 minutes. 
After each treatment the backscattering Raman spectra (RS) were measured at 300 K 
in the x'x' and // configurations, where x' || [110] and / || [110]. The intensities 
of the Raman bands were analysed using Lorentzian contour modeling [3, 4]. Lattice 
dynamical calculations of the perfectly ordered GaInP2 CuPts structure was performed 
using the Valence Overlap Shell model (VOSM). 
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3   Raman selection rules for perfectly ordered GaInP2 CuPts structure 
We used the bond polarizability model (BPM) [5, 6] for deriving selection rules for 
optical phonons of the GalnP2 CuPts structure. The BPM unit of this structure consists 
of two trigonal ln3GaP and Ga3inP tetrahedrons (eight non-equivalent bonds). Using 
approach described in [6] and assuming zinc-blende bond angles, a structure-dependent 
part of its Raman tensor can be written as follows: 

RL 

Here the term A reflects a trigonal distortion of the Raman polarizability of the zinc- 
blende lattice. In an assumption, that the bond polarizability is equal for four bonds 
of one sort (In-P and Ga-P), A depends only on phonon eigenvectors. The strong 
localization of GaP and InP-type phonons in the corresponding monolayers, found in 
the lattice dynamical calculations, allows to write A = (9/8)(l - Awz), where Auz = 
MfVM™ is ^e ratio of the Z component of the displacements of two basis P atoms. 

For only the Rz
zz component contains the trigonal contribution, only the Raman 

configurations having Z components of an incident and scattered electric field will be 
sensitive to it. In Table 1 we presented the corresponding selection rules for phonons 
with pure LO and TO polarizations. It is seen from Table 1, that only the // con- 
figuration includes A contribution. The TO phonons are allowed only in the // con- 
figuration and only for nonzero values of A. Thus they can be activated in alloy only 
in the presence of CuPts long-range order. These selection rules can fully explain the 
{110}-anizotropy of diagonal components observed in Raman spectra of spontaneously 
ordered Gao.5lno.5P alloys [4] and make an assignment of the ordering induced bands 
(see further discussion). 

Table 1. Raman selection rules for the ra2U phonons. 

Scattering Scattering intensity 
geometry LO                TO 

z(x'x')z 1                   0 

z(yiy')z (1-4/9A)2   32/82A2 

4   Raman spectra of thermally treated alloy and discussion 
The experimental RS of thermally treated "thick" sample are presented in Fig. l(a-c). 
Here the subscripts 1 and 2 are used for GaP and InP type vibrations and additional 
subscript e is used for the ordering-induced phonons. 

The assignment of the ordering induced bands in Fig. 1 (a) (initial state of the sam- 
ple) was done using difference of the bands intensity in x'x' and // configurations, 
rules from Table 1 and the results of the lattice dynamical calculations (see Table 
2). The {110} intensity anisotropy of the LOie and L02e phonons was derived from 
the Lorentzian modeling. The appearance of the pure // line TO]e at 351 cm"1 in 
Fig. 1(a), is well predicted from our calculations. 

The spectra in Fig. 1(b) show that x'x'/y'y' intensity anisortopy have significant 
changes after rapid cooling. The changes appear as a strong decrease of the intensity 
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(a)   Initial state 
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(b)  After rapid cooling     ;>LO After annealing 
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Fig 1. Raman spectra of the "thick" sample after different stages of thermal treatment: (a) initial 
state, (b) after rapid cooling, (c) after annealing. The spectra were measured in the backscattering 
x'x' (solid curves) and // (dotted curves) configurations. 
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Fig 2. Thermal treatment dependence of the // (a, c) and x'x' (b, d) RS of the "thick" and 
"thin" samples. Dotted curves: initial state, solid curves: after cooling. 

of the TOie and TO2 bands and increasing of the intensity of the LOi, LOie, LO2 and 
L02e bands in y'y' configuration (see Fig. 2a,b). In Fig. 2(c-d) we also present x'x' and 
y'y' spectra for the thermally treated "thin" sample. One can see that the RS spectra 
of both samples are very similar, except the unusual fact that the intensity distribution 
of the bands in RS of the "thin" sample in its initial state is similar to the intensities of 
the "thick" sample after cooling, and spectra of the "thick" sample before cooling are 
similar to the "thin" sample after cooling. We have found, that annealing restores the 
initial band intensities (Fig. lc). This can also be achieved by "annealing" the sample 
at room temperature for several weeks. 

It is natural to connect the observed changes in the Raman band intensities with the 
changes of equilibrium atom positions, i.e. lattice state vector. Therefore, changing in 
the RS after thermal treatment is direct evidence of the martensitic transition in spon- 
taneously ordered Gao.5Ino.5R The difference in RS of the "thick" and "thin" samples 
shows, that a spontaneously ordered Gao.5Ino.5P alloy film has at least two equilibrium 
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Table 2.   Frequencies (cm  ') of the GaInP2 CuPt structure optical phonons, measured from 
Raman spectra and calculated using VOSM. 

Mode type TOo2   TOe2 LOe2 TOe, TOol LOe, 

Calculation 324.4   327.8 342.3 355.1 360.3 381.5 

Experiment —      328 340 351 — 370 

lattice states, the energetic preference of which is determined by the elastic strain be- 
tween the film and the substrate. In RS the difference between these two states appears 
as the difference in the x'x' /y'y' intensity anisotropy for the ordering-induced phonons. 
Prom this point of view the ground lattice state of the "thick" sample is more '"ordered" 
(in relation of the CuPtS structure) at room temperature than that of the "thin" sample. 
The existence of differently "ordered" lattice states probably results from the different 
lattice symmetry of the substrate and alloy film. The resulting symmetry misfit strains 
will act to move the long-range ordered atoms from their exact trigonal lattice sites. For 
the "thin" sample such strains dominate, so that the ground state of "thin" sample is 
"disordered" at room temperature. 

The observed changes in Raman intensities can be well described in terms of the 
changing of the parameter A only (see Table 1). Thus the fact, that we observed the 
changes in the Raman intensity of the long-range ordered Gao.5Ino.5P only in the // 
configuration has clear connection with the rearrangements of the trigonal lattice sites. 

The Raman intensities of the "disordered" lattice state correspond to a decrease of 
the parameter A for all ordering-induced phonons. This is naturally to connected with 
the shifting of the atoms situated in the ordered trigonal arrangement to new positions 
what in turn leads to the changing displacement amplitudes for phosphorus atoms, i.e. 
parameter Auz. 

5    Conclusion 
In conclusion, we have observed the martensitic transition in epitaxial layers of sponta- 
neously ordered semiconductor alloys Gao.5Ino.5P The transition is revealed as a strong 
dependence of the intensity of the order-induced Raman bands on the thermal treatment 
of the alloy. Our bond polarizability model analysis shows, that the observed Raman 
spectra behavior can be described in terms of the rearrangement of trigonally-ordered 
lattice sites, providing an excellent description of the RS of spontaneously ordered 
Gao.5Ino.5P alloys and allowing to explain their changes due to thermal treatment. 
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The wide bandgap (Eg = 8 eV) material CdF2, doped with trivalent impurities, has 
well pronounced semiconducting properties. Bright electroluminescence (EL) has been 
observed in such crystals, with wavelength ranging from the IR to UV regions, depend- 
ing on the dopant [1]. Recently, the feasibility of heteroepitaxial CdF2 growth from a 
molecular beam on Si and CaF2 surfaces has been demonstrated [2]. Therefore, fabrica- 
tion of EL devices integrated with Si substrates would be very attractive. In our earlier 
studies [3], it was shown that, because of chemical interaction of CdF2 molecules with 
Si surface at temperatures above 80-100°C, the crystalline quality of the layer quickly 
deteriorates with increase of the growth temperature. The post-growth annealing, usu- 
ally employed to activate impurities in bulk CdF2 [4], also presented problems for thin 
films on Si. There is , however, no the chemical interaction on CaF2, so one can expect 
high quality growth at temperatures up to 600-700° C, when CdF2 starts to sublime. 
Studies of doped CdF2 growth at high temperatures are of interest for CdF2 conversion 
in the semiconducting state without a postgrowth treatment. 

In the present work, we apply Atomic Force Microscopy (AFM), Rutherford Back- 
scattering Spectrometry/Channeling (RBS) and X-Ray Diffraction (XRD) to study the 
growth and structural perfection of Er-doped cadmium fluoride layers grown by Molecu- 
lar Beam Epitaxy (MBE) on CaF2(l 11) substrates in a wide range growth temperatures 
range of 100-500° C. 

Epitaxial growth and surface morphology of CdF2 layers 

CdF2/CaF2(lll) heterostructures were grown at the Ioffe Institute in a small research 
MBE system equipped with RHEED apparatus. Two effusion cells were loaded with 
small pieces of CaF2 and CdF2 crystals sublimated at 1300°C and 850°C respectively to 
obtain fluoride molecular beams. Before CdF2 growth, a 200-300 nm thick CaF2 buffer 
layer was grown at 770°C on carefully polished CaF2(lll) substrates. The growth rate 
of CdF2 layers was about 2-3 nm/min and the growth temperature was maintained 
within the 100-500°C range. Er doping was performed by exposing the growing CdF2 

surface to Er or ErF3 beams from two other effusion cells. Table 1 presents the list of 
studied structures, together with their parameters obtained from AFM, RBS and XRD 
studies. 

The surface morphology measurements have been carried out in the contact mode 
using an P4-SPM-MDT atomic force microscope produced by NT-MDT (Zelenograd, 
Russia). We found in AFM images that the surface morphology of CdF2 layers strongly 
depends on the growth temperature. On the surface of layers grown at 100°C (Fig. la), 
one can see relatively small mounds with a lateral size of 30-60 nm and 2-4 nm in 
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Fig. 1. AFM images of surface morphology 
of CdF2 layers grown on CaF2(l 11) surface 
at different temperatures: 
(a) 100 °C (sample #2), 
(b) 300 °C (sample #4), 
(c) 500 °C (sample #8). 
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height. Some of them resemble triangular pyramids, others have no well-defined shape 
but still consist of the same type of facets. The surface of layers grown at 300° C has a 
similar but much more distinct morphology with noticeably larger facets (Fig. lb). The 
average size of the pyramids increased to 150 nm and their height was about 10 nm. 
The angle between the facets and the (111) plane of the substrate was found to be about 
10°, which corresponds to crystallographic planes (332) or is close to them. Similar 
low-angle mounds were observed during the epitaxial growth of Fe on Fe(100) [5] and 
numerous other studies. They are due to so-called Ehrlich-Schwoebel step barrier in 
interlayer diffusion [6, 7]. 

The surface morphology of CdF2 layers grown at 400 and 500° C drastically changed. 
There were large round islands with lateral size of 1000-1500 nm and 4-12 nm in 
height. In general, the surface became much flatter and broad terraces (about 100 nm 
in width) between the monolayer (0.3 nm) steps were easily identifiable (Fig. lc). Such 
2D growth mode of fluorides on the (111) surface is expected at high temperatures 
because this surface has a minimum surface free energy in the fluorite-type structure [8]. 

RBS/channeling measurements 

The RBS backscattering/channeling measurements were carried out on the Dynamitron 
accelerator at SUNY, Albany (USA). The 2 MeV 4He+ ions and backscattering angle 
of 164 degrees were used. After a random spectrum was taken and all angles were 
set up for channeling measurement, the sample was shifted to a new spot to avoid the 
beam damage, which proved to be significant for CdF2. The energy resolution of the 
system was estimated to be about 20 keV. 
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Fig 2. RBS random and aligned spectra for CdF2/CaF2(lll) heterostructures grown at different 
temperatures: (a) 100°C (sample #1), (b) 300°C (sample #5). 
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Fig 3.  X-ray i9 — 2t9 (a) and u> (b) diffraction curves from CdF2/CaF2(lll) heterostructures 
grown at 100°C (sample #1) and 300°C (sample #5). 

Figure 2(a,b) presents the RBS/channeling data obtained for the CdF2/CaF2(lll) 
heterostructures grown at 100 and 300° C. As may be readily seen from the aligned 
to random signal ratio one, the CdF2 layer in sample #5 is of much better crystalline 
quality, with the minimum Cd yield of only 5.5%. Another noteworthy feature is that 
the Er signal also decreases in the channeling orientation. This suggests that Er may 
occupy the substitutional rather than an interstitial position in the lattice, though a 
strict verification of this statement requires a channeling experiment along one more 
crystallographic direction. We plan to present these results at the conference. 

XRD studies 

The structural perfection of CdF2 layers was studied on a high resolution triplecrystal 
diffractometer with the use of CuKa radiation and 111 symmetrical Bragg's reflection. 
Figure 3 shows the diffraction curves measured for the samples grown at 100 and 300° C. 
One can find from the d —I'd curves (see Fig. 3a) that the relative difference in the 
interplanar spacing of the CdF2 layer and the CaF2 substrate for these two structures 
is equal to —1.71 x 10-2 and -1.79 x 10-2, respectively. It is larger than expected 
from lattice mismatch for the bulk crystals (Aa/a = -1.38 x 10-2). This indicates the 
presence of residual strain. Both d —I'd and w-curves are broadened, which is typical 
for most systems with large mismatch and film thickness about 1 /i. The broadening 
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Table 1. Parameters of the studied CdF2 layers. 

growth thick- 
AFM 

RBS XRD No. type lateral height XRD 
T ness size (nm) Xmin ■&-2Ö w-scan 

(°C) (nm) (nm) (%) FWHM 
(arc.sec) 

FWHM 
(arc.sec) 

1(512) 100 330 Mf 30-60 2-4 18 430 1560 
2(514) 100 330 M 30-60 2-4 - - - 
3(518) 200 330 M 60-100 4-5 - 320 2170 
4(510) 300 370 M 100-150 8-10 - - - 
5(513) 300 300 M 100-170 8-10 5.5 150 900 
6(515) 300 330 M 100-150 8-10 - - - 
7(519) 400 330 St 1000-1500 4-8 5.5 140 800 
8(521) 500 570 S 1000-1500 4-12 - 120 750 

f pyramidal mounds; J round shape islands with 1 ML steps 

can be related to randomly distributed threading dislocations. Both curves show that 
the crystal quality of the structures grown at 300° C is considerably higher. 

Conclusions 

The possibility of epitaxial CdF2 growth on CaF2(lll) substrates in a wide growth 
temperature range of 100-500° C has been demonstrated. It is found that there are 
pyramidal mounds on CdF2 with a typical lateral size 30-60 nm at 100°C and 100- 
150 nm at 300°C. The angle between its facets and the growth plane is about 10°. 
At higher growth temperatures, the surface morphology drastically changes to large 
(1000-1500 nm) round islands formed by one-monolayer steps and 100 nm terraces. 
This indicates layer-by-layer growth. The RBS and XRD measurements show that the 
crystalline quality of the structures rapidly improves with the growth temperature. 

The authors appreciate useful discussions with A. Yu. Khilko. This work was partially 
supported by grants of the Russian Foundation for Basic Research, the Russian Ministry 
of Science and the National Science Foundation. 
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The optical vibrational modes were studied in the strained InAs/GaAs heterostructures 
containing self-assembled quantum dots. The both, optical phonons in the InAs dots and 
in the GaAs barrier were detected by the resonance Raman scattering at the E0 + DQ 

gaps of InAs and GaAs correspondingly. 
The LO and TO phonons in the InAs dots revealed strong shifts due to the strain. 

The observed strain induced frequency shifts were found in good agreement with the 
values calculated for the pyramidal InAs dots embedded in GaAs [1]. 

A number of Raman lines were observed in the frequency range of the GaAs optical 
phonons; the intensities of these lines significantly increased with increase of the density 
of the InAs dots measured by atomic force microscope. The theoretical analysis based on 
the calculation of the energy spectrum of the interface modes localised at sharp tips [2] 
and on the strain calculated for the pyramidal InAs/GaAs dots showed that the observed 
modes can be assigned to the GaAs-like interface modes localised at the apexes of the 
InAs pyramids, which are subjected to the strain. The Raman scattering measured with 
different excitation energies revealed the dispersion of these interface modes caused 
by both the spatial distribution of the strain in the InAs/GaAs heterostructure and the 
spatial dependence of the electrostatic potential of the interface modes. 
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Strained GaAs epitaxial layers and GaAs-based superlattices are known to be very 
effective as photoemitters of highly polarized electrons [1]. The efficiency of the polar- 
ized electron source is determined both by the maximum value of electron polarization 
and the quantum yield at the maximum, which depend on the thickness of the active 
semiconductor layer and the valence band splitting, induced by the layer strain. There- 
fore it is essential to have highly strained layers with sub-micron thicknesses. To produce 
high valence band splitting the value of the elastic strain in the GaAs active layer no 
less than 1% is needed. At such elastic strains the value of the critical thickness of a 
GaAs strained layer at which the misfit dislocations begin to introduce into the film 
and plastic relaxation occurs is about 10-20 nm, so that submicron layers are partially 
relaxed [2]. The relaxation causes inhomogeneous distribution of the dislocation density 
and the strain in the layer depth. Besides, to obtain negative electron affinity, the layers 
are highly doped with the acceptor impurities. The efficient control of the parameters 
of the layers becomes a difficult problem. Raman scattering is found to be effective to 
solve the problem. 

We have studied GaAs strained quantum layers grown on relaxed [001] GaAsi_APx 

buffer layers using MOCVD. The incorporation of tensile strain was made possible by 
preparing a l-/zm-thick Ga Aso.3Po.7/GaAs superlattice grown in its turn on [100] GaAs 
substrate which was followed by a GaAsi _XPX buffer. The strain of the GaAs was 
measured using X-ray diffraction, Raman spectroscopy and photoluminescence. 

The polarized Raman spectra of the samples with varying thickness and substrate 
composition were measured at room temperature with back-scattering geometry for 
several excitation lines of an Ar-ion laser. The Raman spectra of GaAs 0.15-/im-thick 
films at GaAsi_APx buffers with x = 0.1, 0.25, and 0.3 are presented in Fig. 1. The 
full width at half maximum (FWHM) of the LO line in the layers with x < 0.2 is 
found to be considerably larger than that of the undoped GaAs strained and unstrained 
reference layers. The frequency and the width of the LO-band depends strongly on the 
buffer composition: when the composition increases above x = 0.2 the full width at 
half maximum of the LO line decreases rapidly. 

In Fig. 2 the Raman line shift and the FWHM are plotted as a function of the buffer P 
— content for 0.1-/im and 0.3-/zm-thick layers. In both cases a narrowing of the Raman 
line accompanied by the low energy-shift is observed. Theoretical analysis showed 
that the evolution of the Raman spectrum is due to the self-energy effects in the LO 
phonon spectrum which originate from intersubband heavy-hole to light hole transitions 
caused by deformation potential-type interaction. The LO phonon line narrowing occurs 
when the strain-induced valence band splitting exceeds the LO phonon frequency. The 
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Fig 1. Raman spectra of the 0.15-/im-thick GaAs layers for several buffer (substrate) compositions 
changing the layer strain. 

low-frequency shift observed with the narrowing is caused by the growth of the hole- 
transitions contribution to the LO phonon softening at the edge of the intersubband hole 
transitions. 

The changes in the LO phonon Raman line are sensitive to the strain inhomogeneity 
in the sample in the light absorption depth. We used it to evaluate the strain relaxation. 
We have found the strain relaxation of about 80% even at small misfits (x = 0.1) and 
the layers thickness 0.1-0.2 /im while the narrowing at x > 0.2 observed for different 
excitation lines shows that the strain remains large and homogeneous even for x = 30% 
and 0.2 /zm-thick layers. The estimates of the critical thickness tc for x = 30% (the 
lattice mismatch e = 8a/a = 1.02 x 10-3, where da is the lattice constant's difference 
between the GaAs epilayer and GaAsP buffer substrate) according to relation of Ref [3] 
gives tc « 9.8 nm. Still the strain remains high even for the layers having the thickness 
20 times larger than the critical. Our observation is consistent with previous findings 
[4] obtained from the polarized electron emission studies accompanied by the X-ray 
diffraction patterns analysis. 

The asymmetry (riow/rhigh) of the GaAs LO line remains constant for x < 0.2, 
therefore it indicates the predominant contribution of the intersubband transitions to the 
LO line broadening. 

This work is supported by CRDF Grant No.   RP1-351.   Partial support by the IN- 
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Fig 2. Raman LO-ponon line shift (a) and full width at half maximum (b) in GaAs epilayer 
on GaAsi-jP* substrate as a functions of the phosphorous concentration x, points — layers of 
different thicknesses, lines — calculations. 
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Abstract.     The growth of GeSi nanoislands and potoluminescence features in structures with 
localized states of electrons and holes are discussed. 

Introduction 

Silicon and germanium are known to be indirect band semiconductors with a low 
photoluminence efficiency, especially at room temperature. The conduction and the 
valence bands of low-dimensional strained SiGe heterostructures largely differ from 
bulk materials, this difference depending on size quantization and deformation effects. 
The advances made in the past few years in the technologies for nanostructure growth 
on the basis of Si, Ge and their solid solution open new possibilities in terms of electron 
state engineering, including upgrading of photoluminescence effectiveness as one such 
target. The latter is what a potential application of these structures in the near-IR 
optoelectronic devices relies upon [1]. 

In this paper the photoluminescence features in SiGe structures with localized states 
of electrons and holes are discussed. A radiative recombination of electrons and holes 
in an indirect gap semiconductor is a three-particle process involving an electron, a 
photon and a third particle responsible for conservation of momentum in a recombina- 
tion procedure. If an electron involved in recombination is well localized in space, its 
momentum is uncertain. The electron here may have the momentum value correspond- 
ing to a direct optical transition from the conduction to valence band. As a rule, the 
momentum-space-direct recombination transitions in SiGe heterostructures prove pos- 
sible for electrons and holes that are located on different sides of a heterointerface [2]. 
The probability of such transitions is higher with a greater overlap of the electron/hole 
wave functions. 

1    Energy band structure 

Analysis of the energy bands for Si/GexSi]_x and Ge/SixGei_x heterojunctions shows 
that the potential well for holes is located on the heterointerface side with a smaller Si 
content [2]. The potential well for electrons may be on either side of the heterointerface, 
which depends on the character of elastic deformation, a alloy composition, etc. There 
are six electron valleys in the conduction band. It is important for modeling of structures 
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Fig 1. Regions of specific relative energy positions of the conduction-band-edge states in elemen- 
tary semiconductors (Si or Ge) and in their alloys for (001) Gei_.vSix/Si (Fig. 1(a)) and (111) 
Gei_xSi.c/Ge (Fig. 1(b)) heterostructures [2]. 

with allowed direct optical transitions which of the valleys form the conduction band 
bottom. A favourable situation is when the conduction band bottom is formed by a 
valley whose minimum in the momentum space is shifted relative to the valence band top 
in the direction perpendicular to the heterointerface. An electron confinement motion 
in this direction, i.e., near-heterointerface, which is quite likely for a number of reasons, 
leads to an uncertainty of the corresponding component of the electrons' momentum, 
so the direct transitions become allowed. 

In Fig. 1 the calculation results are provided for two types of a heterointerface. The 
parameter regions corresponding to the above situation are such as to ensure that 2A- 
valleys will lie lowest in the conduction band for a Si/GexSi]_x heterostructure grown 
on a Si(100) substrate and L-valleys for a Ge/SixGei_x heterostructure grown on a 
Ge(lll) substrate. The electron can be confined by forming a quantum well in the 
appropriate layer [3]. A detailed analysis of, for example, a Si/GexSii_x heterostructure 
on a Si substrate shows that the thickness of a 2D layer of solid solution towards this 
effect has to be tens of Angstrom and the Ge fraction in the alloy must exceed 30-40%. 
It is known that the growth process of such structures may facilitate self-organization 
of nanometer-scale GeSi islands, which are a major issue of the present work. 

2   Technology 

Basic features of self-organization of Ge islands in silicon in the MBE [4, 5] and CVD [6] 
growth of heterostructures have been established by now. The sizes and surface density 
of the islands largely depend on the growth conditions (substrate temperature, growth 
rate and Ge fraction in the deposited layer [4]). 

The structures under investigation were grown on the "KATUN" and "BALZERS" 
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MBE systems. The residual gas pressure was of at 3 x 10~10 Torr. The systems 
were equipment with e-gun for evaporation for Si and Ge. The growth process was 
controlled in situ by a spatial/temporal analysis of variations in the patterns of reflected 
high-energy electron diffraction (RHEED). Variations in the intensity profiles versus 
time were measured along the (00) streak in the [110] azimuth. The growth rate of 
Ge films was 0.005-0.1 nm/s, the substrate temperature varying in a 100 4- 700° C 
range.   Silicon films were grown at 550 4 950°C at the rate of 0.02-0.5 nm/s.   For 

2 3 4 
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Fig 2. RHEED intensity oscillations of specular-beam observed from the surface of Ge films on 
Si (111) (a) and Si (100) (b). 

the RHEED study of Ge islands formation it is important that this effect is associated 
with a 2D to 3D transition of the growth mode. This allows to precisely control the 
onset of a self-organization process. Figs. 2a and 2b demonstrate the typical intensity 
oscillations of a specular beam from the (111) and (001) surfaces of a Ge/Si film, 
respectively. It is clearly seen that the oscillation amplitude and average intensity start 
decreasing right after the onset of Ge growth. This decrease is caused by clustering 
and islands formation inherent in the growth by the Stranskii-Krastanov mode. The 
critical thickness for the 2D layer-by-layer mechanism to 3D mode transition (hc ) was 
found by measuring thickness values at which the oscillations vanish. In the Stranskii- 
Krastanov growth method, the less the elastic strain on a growing film, the larger hc. In 
our case, elastic strains is reduced with a smaller Ge content in a GexSii_x alloy. We 
observed two oscillation periods throughout growth of a Ge film on Si at T = 650°C 
(Fig. la) and six periods for a Geo.sSio.5 film. Another factor affecting growth of Ge 
islands is crystallographic orientation of substrate. One can see in Fig. 1 that the critical 
thickness for Ge growing on Si(lll) and (001) surfaces is 2 monolayers (ML) and 5 
ML, respectively. 

3    Experimental results 

Microprobe studies were carried out at room temperature on a Park Scientific Instrument 
atomic force microscope (AFM). The photoluminescence (PL) spectra from Ge/Si(001) 
structures excited by a Kr+ laser (A = 647 nm) were measured at 4.2 K with BOMEM 
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Fig. 3. AFM images of Ge film with a nominal 
thickness of 10 ML. 
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Fig. 4. PL spectra of Ge layers grown at 
700° C with different thicknesses. The nominal 
thickness of Ge layers is given. 

DA3-36 Fourier-transform spectrometer incorporating an InGaAs cooled photodetector. 

Fig. 3 shows an AFM image of a sample comprising a Ge layer of thickness d = 
10 ML, grown on Si(100) at T = 700°C. According to the microprobe analysis data, 
the value of hc at our growth conditions was 5 ML, which is in good agreement with the 
RHEED results. As the Ge content was, the sizes and density of the islands increased. 
By their transverse sizes D, the islands can be divided into three groups: D < 190 nm, 
200 <D< 300 nm, and D > 350 nm. The sizes and shape of the islands in groups I 
and II suggest that they must be dislocation-free outgrowths in which partial relaxation 
of the elastic strain was caused by local deformation of the nearsurface layer of Si [5] 
and by relaxation of strain on the islands free surface. Group III includes the islands 
that have experienced relaxation of the elastic strain through plastic deformation and 
formation of misfit dislocations in them. The size of the islands in the growth plane, that 
allows formation of misfit dislocations is close to the critical size of the elastic-strained 
islands D > 300 nm, as measured in [6]. 

The surface density of islands, Ns, depends on a Ge layer thickness and varies for 
different contents of deposited Ge from 8 x 107cm~2 to 2 x 109cm-2 [7]. As the 
growth temperature goes down to 550°C, the distribution of islands becomes more 
homogeneous in size, the average size is getting smaller (D « 190 nm), and the surface 
density increases. The size and surface density data for self-assembled islands agree 
with the results in [4]. 

Fig. 4 is the PL spectra for Ge/Si(001) heterostructures. Besides the luminescence 
lines of a Si substrate (TO- and TA-phonons-assisted replicas (see Fig. 4)), the spectra 
observed from samples with an effective Ge layer less than 5 ML exhibit luminescence 
lines from the Ge (2D) wetting layer (TO2D for the TO-phonon-assisted replica and a 
no-phonon NPJD line). For the sample with doe = 2 ML, the NP2D line falls within 
the phonon lines range (TO + 2TA)Si of substrate luminescence. With an increasing Ge 
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content the PL lines from the Ge layer are shifted to lower-frequencies due to a size 
quantization effect. 

When a Ge layer thickness is above some critical value, there appears a wide peak 
in the region 0.8 4- 0.925 eV, attributed to formation of Ge nanoislands. 

4    Discussion 

Typical sizes of islands in the growth plane are above 100 nm. Their height is by about 
an order smaller. Given such sizes the energy of the size quantization of holes in Ge 
islands would not exceed 20 meV, which leads us to a conclusion that the marked shift 
of the PL line (80 4 925) meV energies relative to Si cannot be treated unambiguously 
as being related to pure Ge islands on silicon. One may assume that the islands are a 
Ge-Si alloy [4] and then evaluate the molar fraction of Si in them. In Fig. 5 we provide 
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Fig 5. Conduction and valence bands of SiGe alloy, grown pseudomorphicaly on Si substrate 
(the lattice constant is equal to 5.43 Ä- solid lines, the lattice constant is equal to 5.46 Ä- dashed 
lines). 

the band edge positions for a thin pseudomorphicaly alloy of Si]_xGex on Si, calculated 
by the model in [2]. The symbols hh and lh are used to designate the heavy and the 
light hole subbands, respectively; 2A- is for two delta-valleys of the conduction band, in 
which the electron mass is maximum along the growth direction; 4A - label the other 
four delta-valleys of the conduction band; L is the L-valley The calculations testify to 
a possibility of photoluminescence in a 800 4 925 meV range for a pseudomorphicaly 
alloy grown on a Si substrate, provided the Ge fraction in the islands is 30-50%. The 
solution seems to form in the islands through segregation of Ge. 

The structures feature a p-type conductivity, and the islands are potential wells for 
the holes which accumulate in the islands, giving them a positive charge. The surface 
density of holes in the islands given ~ 1015cm-3 concentration of holes in Si, can be 
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evaluated as for a quantum well with the same energy level of the ground state for heavy 
holes: ~4x 1010 cm"2. Due to the Coulomb repulsion the holes inside the islands are 
expected to concentrate along the heterointerfaces. The positive charge of the island 
creates a quantum well for the photoelectrons in Si near the heterojunction (see the 
insert in Fig. 5). When the conduction band bottom in Si lies lower than in the islands 
(Fig.5 shows that this occurs at x > 0.32, the PL energy Epi < 960 meV), the quantum 
confinement result in the fall of 2A-valleys energy with respect to 4A ones, because 
of the larger electron masses along the (001) direction than in 4A-valleys. The focus 
here is on the electrons concentrated near the base and the tip of the islands, since it 
is them that provide the major contribution in photoluminescence because of a large 
difference in the areas of the lateral sides and the bases. Size quantization terminates the 
momentum conservation law (the Brillouin zone is two-dimensional), and the electron 
states of the 2A-valleys shift towards the center of 2D Brillouin zone. In this case, the 
interband optical transitions become direct in the momentum space (/>finai -/>initiai = 0), 
but in the real space the transitions are indirect, as the electrons and holes are localized 
on different sides of the heterointerface. 

Assuming a partial relaxation of elastic strain in a solid solution through deformation 
of the surrounding silicon, the Ge fraction in islands whose PL lines fall within the 
0.8-^0.925 eV energy range must decrease, as follows from the calculations, compared 
to the islands that had no such relaxation. We can arrive at this conclusion by examining 
Fig. 5 in which the dotted lines show the positions of the band edges in a solid solution 
surrounded by deformed layers of silicon. 

This work has been supported by the Russian Foundation for Basic Research, grants 
96-02-16991, 97-02-18408 and the Russian Scientific Program "Physics ofsolid state 
nanostructures" grant 96-2011. 
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Abstract. Spontaneous switching between two stable states has been observed in the high field 
low temperature magnetotransport of wide potential well p-GeSi/Ge multilayered heterostructures 
in which the Fermi energy is comparable to the amplitude of the well bottom bending. These 
two states exist in broad ranges of temperatures and currents and look like the quantum Hall 
state for double layer system and the classical single layer state. 

A system of two interacting 2D layers is an intriguing object for investigation of the 
quantum Hall regime magnetotransport in view of an additional degree of freedom 
arising here. On the other hand, such an object is closely connected with the problem 
of wide potential wells in selectively doped heterosystems since the well bottom bending 
that exist in these structures may lead to separation of the quasi-2D gas in the well into 
two gases located at the opposite potential walls. This may happen when the Fermi 
level lies lower than the bottom bending amplitude. 

In our previous works [1] the quantum magnetotransport has been studied in the 
quasi 2D hole gas of wide potential well p-GeSi/Ge multilayered heterostructures and 
the quasi-two-dimensionality was manifested in that the second heavy hole confinement 
subband participated in kinetics leading to considerable changes in the structure of 
quantum Hall and magnetoresistivity curves. These heterostructures were selectively 
doped but there was a moderate value of the bottom bending so that the hole gas in the 
well could be treated as undivided. The latter manifested particularly in the existence 
of a wide quantum Hall plateau at pxy = 25.8 KO corresponding to the filling factor 
v = 1 for the whole gas in the well. In this communication we describe the results 
obtained in a similar p-GeSi/Ge multi-quantum-well (MQW) heterostructure, but with 
wider wells, that we cannot explain in terms of a single hole gas. 

We measured longitudinal pxx(B) and Hall pxy{B) magnetoresistances in a set of 
CVD grown multilayer samples with a following structure: substrate Ge(lll)/buffer 
Ge ~ 1.8/i/buffer Ge^Si,, 0 4 1.6/i/Nx(Ge/Gei_xSix:B). Thickness' of Ge and GeSi 
layers in a multilayer region were approximately equal and varied from sample to sample 
in a range of d = 100 4 400 A. The GeSi layers were doped with boron in the 
central part with undoped spacers of ~ 1/4 the total layer thickness left on theirs both 
sides. In the range of d = 100 4 300 A, y K, 0.07, x = 0.07 4 0.10, hole densities 
ps = (2.8 4 5) • 1011 cm"2 and mobilities \x = 10000 4 15000 cm2/V-s a single 
stabile state was observed with distinct manifestations of integer quantum Hall effect 
(QHE) [1]. 
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Figl. 

Just another result was observed recently in a sample 451b4 with a wider well 
d = 355 Ä and notably lower 2D hole density ps = 1.4 • 10n cm"2 (other parameters: 
number of repetitions N = 36, y « 0.087, x = 0.097, and p, = 14000 cm2/V-s): Fig. 1. 
In the weak field region again the single state is observed with features of the QHE: weak 
plateau pxy «6.5 KO (close to the value for v = 4) and corresponding minimum in 
pxx(B) at ~ 1.3 T. Then in B > 2 T the strong plateau shows up in pxy(B) « 11-^13 ¥Sl 
(close to the value of 12.9 KO for u = 2) concomitant with the deep minimum in 
pxx at B = 3 T. At fields B > 2 4- 3 T the unstable behavior of experimental data 
begins. The most exiting feature (to our minds) is that the experimental points in this 
region are apparently grouped on two smooth curves: see Fig. 2. The first curve is 
the prolongation of the QH plateau that started at ~ 2 T with very weak magnetic 
field dependence slightly enhanced in the highest fields region. The second curve is 
the prolongation of the weak field curve, which extrapolates to zero with B —> 0 and 
monotonously depends on field with a slope much higher than that of the first curve. 
In the experiment the cause of the switching from one state to another is the change in 
polarity of dc current. Important is that data for both current polarities exist on each of 
the two split-of curves (see up and down triangles on the figure). Therefore the splitting 
of the data is not a manifestation of any asymmetry in the sample (e.g. in contacts) but 
switching the current polarity is simply an impact transforming the sample from one 
stable state to another one. Grouping of the points on the smooth curves means that 
the sample is in a stable state during measurements in a fixed field at a fixed current 
polarity. Then the current polarity is changed and the sample changes into another 
state or remains in the same state. In the field range where the intensive instabilities 
in pxyiß) exist the magnetoresistivity curve pxx(B) also reveals bistable behavior which 
transforms into sharp stepwise increase (see the insert in the Fig. 1) implying the break 
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up of the QHE. But we observed this bistable behavior at the current densities as low 
as ~ 45 mA/m that seems too low for the break up effect. The effect was observed 
without considerable changes in the range of currents 0.1 4-100 /xA and temperatures 
1.6 4 4.2 K. 

Among the samples we investigated earlier [1] simple estimations predicted that 
for one of them, #1003, the Fermi level must be close to the well bottom bending 
amplitude UQ. Let's compare estimations for the sample #451b4 and those for #1003. 
For the simplest case of the uniform hole gas distribution in the infinite well: UQ OC psd. 
For #1003: ps = 4.8 • 10n cm"2 and d = 220 A. So in the sample #451b4 uQ is 
approximately (1.4/4.8)(355/220) « 0.5 of the value for #1003. The first confinement 
level E\ in the well in the energy range outside the band edge relief is roughly oc d^2 

that is 0.4 and the Fermi level EF - E\ oc ps is 0.3 of that for #1003. On the basis of 
these estimations we can anticipate that in the sample #451b4 the Fermi level drops 
lower than the bending amplitude does. Therefore probable becomes the situation that 
the Fermi level falls into the energy range corresponding to two potential wells in a 
single Ge layer and some quasi-double-layer behavior of the whole sample might be 
expected. 

While the QH plateau for v = 2 is distinctly observed in #451b4 there is not a hint 
for the existence of the v = 1 peculiarity. Neither there is a minimum in pxx(B) at 
B > 3 T [in spite of instabilities the monotonous background in pxx(B) is still seen at 
ß«6T where the minimum for v = 1 is expected] nor a plateau in pxv(B) > 13 ¥Sl 
exist. On this basis we conclude that the plateau in pxy(B) and the minimum in pxx(B) 
at B « 3 T are the manifestations of the number one peculiarity of the Integer QHE 
(counting from the high field side). In other words, this is the manifestation of QHE 
for the filling factor u = 1 but for twice the number of 2D layers: not for 36 layers 
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(= the number of Ge layers in the sample), but for 2 x 36 = 72 layers. Another 
evidence that the plateau corresponds to v = 1 is its big length, that is an indication of 
the delayed transition into a high field insulating phase. The value of the hole density 
ps = 1.4- 10n cm"2 in a Ge layer was obtained from the slope of pxy(B) in extremely 
low fields (see the insert in the Fig. 2). The position of pxx minimum at 3 T yields the 
density of ~ 0.7-1011 cm"2 in a single 2D layer (implying that it correspond to v = 1) 
indicating that there are two 2D sublayers in a Ge layer. 

Some additional informational that may be useful in interpreting the phenomena 
observed. Investigations of the sample #399 of the same family as #451b4 but with 
narrow wells d = 145 Ä and lower hole density in a Ge layer ps « 0.5 • 10n cm"2 have 
revealed that it is in the insulating phase at low temperatures (although in conducting 
state at temperatures T > 15 K). Therefore we can expect that separation of the hole 
gas inside the Ge layer of the sample #451b4 into two 2D sublayers may switch the 
sample into insulating phase since the effective thickness of a sublayer is less than a 
half the Ge layer thickness (< 180 Ä) and a hole density in it is ~ 0.7 • 10n cm"2. 
We believe that transition into two-sublayer state when the Fermi level becomes lower 
than the band bending amplitude may be rather sharp for holes since their tunneling 
through the barrier will be weak due to big effective masses. 

As it follows from our experiment, this transition as a matter of fact goes not into the 
insulating state but is limited by appearing of another conducting state. The monotonous, 
stemming from zero course of pxy(B) for this new state implies classical Hall effect and 
its slope in the weakest fields yields the hole density which is the double value obtained 
for the sublayer from the QHE in a first state. So we can establish that the sample in the 
fields B > 3 T can exist in two states: (i) quantum Hall state with holes divided into two 
2D sublayers in each Ge layer and (ii) classical state with undivided hole gas in a layer. 
As both of these states are metastable there must exist some self-stabilizing mechanism. 
Probably its essence is connected with the double sublayer potential structure itself. 
While the sublayers in a Ge layer are in balance with each other the first state exist. 
Going out of this balance drives the system into the state of a single conducting gas 
in a Ge layer and to destruction of the QH regime. This implies the change of the 
potential profile in the well probably due to the hole gas redistribution in the direction 
normal to the interface. The superlinear course of pxy(B) in the classical state indicates 
that some part of the hole gas is in the insulating phase and this part increase with 
field. The switching between two states must bear a collective character, i.e. to happen 
simultaneously in all the Ge layers otherwise the points would scatter far outside the 
smooth curves. 

The work is supported in part by RFBR, project No. 98-02-17306, and by the program 
"Physics of Solid State Nanostructures". 
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Abstract. Pyramidal Ge islands with the areal density 4 x 1011 cm"2 and the typical base 
length 12 nm have been grown on p-type Si (100) substrates at 300° C by molecular beam 
epitaxy. Capacitance spectroscopy was used to determined the allowed energy levels for holes 
in these quantum dots. At room temperature we observed the capacitance peaks with two types 
of spacings as a function of the gate voltage. The oscillations with largest period are attributed 
to the discrete quantum level structure while the peak splitting is a result of charging of dots by 
individual holes. The Coulomb charging energy is found to decrease with increasing of excited 
level number. 

Self-assembled semiconductor islands created by epitaxial growth of lattice mismatched 
systems in the Stranski-Krastanow growth mode have the narrow size distribution and 
the extremely small lateral dimensions. Therefore, this approach is expected to produce 
quantum dots with superior electronic performance at room temperature. The most 
widely studied system so far is (InGa)As/GaAs (see [1] and references therein). The 
formation of three-dimensional islands after deposition of typically a few monolayers 
(ML) has also been observed for Ge/Si systems [2, 3]. The existence of single-electron 
phenomena in Ge/Si double-barrier heterostructures containing quantum dots at liq- 
uid hellium temperature has been demonstrated by conductance spectroscopy [4]. A 
powerful technique for probing low-dimensional structures is the measurement of ca- 
pacitance [5-7]. In this paper we report the results of capacitance measurements on 
Ge self-assembled quantum dots grown by molecular beam epitaxy on Si (100). Our 
experiments reveal the structure in the capacitance at room temperature related to the 
presence of quantum hole levels in Ge islands as well as the Coulomb charging effects. 

The layer sequence of the sample studied is as follows: a />+-doped (1019 cm"3) 
Si(001) substrate; a 200 A Sio.75Geo.25 bottom electrode; a 80 A undoped Si tunnel 
barrier; self-assembled Ge islands formed from a coverage of 10 ML at growth temper- 
ature 300° C and growth rate 0.35 A/s; a 600 A Si blocking barrier; and a circular Al 
Schottky gate (400 /im diam). The Ge clusters have a pyramid shape [2] with the typi- 
cal base length of 120 A, their areal density is 4 x 1011 cm"2 [4]. The capacitance was 
measured with a lock-in amplifier at 300 K. The data were taken only at voltages where 
the signal was purely capacitive. We worked at frequences below 100 kHz, where there 
was no frequency dependence. The ac bias used was 5 mV rms. The measurements 
were reproducible and did not show any hysteresis with changes of the gate voltage. 

In capacitance-voltage curve we observe four well-resolved steps with period 0.23- 
0.33 V (Fig. 1). 

These steps directly reflect the change in the density of hole states as the Fermi energy 
passes through successive discrete levels (labeled as E0, E\, E2, and £3, respectively) 
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Fig 2. Expanded view of the four capacitance shoulders. 

in quantum dots. An expanded view shows that each capacitance shoulder consists of 
two peaks (Fig. 2). 

The gap between the split peaks gradually decreases from 127 mV for the ground 
hole state E0 to 45 mV for the third excited state E3. We suggest Coulomb charging 
may be the origin of the peak splitting. Usually the single-electron charging energy 
is calculated as e2/C, where C is the self-capacitance of the dot, independent on the 
quantum level structure. This approach is valid only for a system which contains a large 
number of electrons. In the opposite case, one must take into consideration the real 
shape of the particle wave functions in the dot. The electronic structure in pyramidal 
quantum dots was calculated by Grundmann et al [8]. They found that the hole ground 
state is squeezed at the bottom of the dot, the wave functions of the excited states are 
located along the opposite sides of the pyramide base or in the pyramide corners. The 
strength of the Coulomb interaction is determined by the wave-function overlap of the 
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holes in all occupied states. With increasing energy the overlap is reduced and hence 
the Coulomb energy gets smaller. 
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1 Introduction 

The observation of intense visible photoluminescence (PL) of porous silicon at room 
temperature by Canham [1] has stimulated extensive investigation of the emission prop- 
erties of different kinds of nanocrystal structures, motivated by the need to integrate 
optical and electronic devices on silicon chip. Silicon nanocrystals fabricated by Si ion 
implantation into silicon oxide with subsequent thermal annealing are promising can- 
didates as visible light emitters. In these nanocrystals the visible and near-infrared PL 
was observed [2, 3, 4]. However only the luminescence in the 1.5-1.7 eV range is 
considered to be connected with nanocrystals themselves [4]. 

Recently, two possible mechanisms of radiative recombination in silicon nanocrystals 
were discussed in the literature [3, 5]. These are the recombination between quantum 
confinement levels, and recombination via levels of defects localized either inside the 
nanocrystals or on the nanocrystal-amorphous silicon oxide interface. 

In this work we report the results of an experimental investigation of Si-nanocrystals 
PL kinetics, excitation power and temperature dependencies. The goal of this study is 
to establish the mechanism of radiative recombination in Si-nanocrystals fabricated by 
thermal annealing of SiC>2 layers implanted with Si. 

2 Experimental details 
2.1 Sample preparation 

To prepare silicon nanoclusters, 500 nm-thick SiC>2 films thermally grown on (100) Si 
wafers were implanted with Si ions. Double implantation with energies of 100 keV and 
200 keV at a target temperature of -50°C was used (penetration depth 100-300 nm). 
The films were then subjected to transient heat treatment at 1200°C for 1 s in an Ar 
ambience, and finally annealed at 400° C for 0.5 h in an N2 with 5% H2 to improve the 
quality of the interfaces between the Si clusters and the surrounding oxide. The results of 
TEM and Raman scattering investigations evidenced the formation of crystalline silicon 
clusters with an average size of 3.5 nm   [4]. 

2.2 Photoluminescence measurements 

Photoluminescence measurements were carried out using a double diffraction grating 
monochromator equipped with a cooled S-l photomultiplier operated in photon counting 
mode. An Ar+ laser operating at a wavelength A = 488 nm was used for excitation of 
cw PL with a maximum power density of 2.5 kW/cm2, while for transient PL excitation 
a frequency-doubled Q-switched Nd:YAG laser (A = 532 nm, pulse duration 0.15 /is, 
peak power density 0.4 kW/cm2) was used. 
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3   Results 

In Fig. 1 a typical room-temperature PL spectrum of silicon nanocrystals is shown. The 
spectrum comprises an asymmetrical wide band (width of about 300 meV) peaked at 
1.5 eV. Also in this figure the distribution of sizes of silicon nanocrystals observed by 
TEM, and a simulated PL spectrum calculated on the basis of the distribution of sizes 
by the method suggested in [6] are shown. It is seen that the band in the simulated 
spectrum is shifted to shorter wavelengths in comparison with the experimental one and 
has its maximum at 2.1 eV, and also that the shapes of the simulated and experimental 
spectra are different. 

In Fig. 2 the dependence of the PL intensity (IPL) on excitation power (L) together 
with the approximation of this dependence by a power-law function IPL ~ L"1 is shown. 
Two parts with different slopes are observed in the dependence. At low excitation power 
the dependence is linear, while at high powers it becomes sublinear with 7 = 0.5. It 
is necessary to note that the shape of the PL spectrum does not change with excitation 
power. 

In Figs. 3,a and b the dependencies of the PL band position and intensity on temper- 
ature are shown, respectively. For comparison in Fig. 3,a the temperature dependence 
of the band gap of bulk silicon is shown. It is seen that the PL peak position changes 
only slightly with temperature as compared with the change of the bulk Si band gap. 
The PL intensity decreases by approximately 1.5 times with temperature increased from 
80 to 300 K. 

In Fig. A,a transient PL spectra taken at room temperature are shown. It is seen that 
with increasing the delay time after the excitation pulse the shape of the spectrum does 
not change. In Fig. A,b the decay curve of PL integrated over the spectrum is shown. 
The curve is approximated by a stretched exponential function IPL ~ expf-fV/r)'3] with 
a characteristic decay time r = 20 /is and a power ß = 0.43. 
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4    Discussion 

The above results support the assumption that radiative recombination in silicon nano- 
crystals is governed by defect levels. The following observations point to this conclusion. 
Firstly, the energy of radiative recombination is less than the expected energy of optical 
transitions between the quantum-confined levels (see Fig. 1). Secondly, the sublinear 
dependence of PL intensity on the excitation power indicates that the recombination is 
mediated by some localized centers which saturate at high excitation powers [7] and 
thus let charge carriers recombine via competing nonradiative channels. In contrast, a 
sublinear dependence is not expected for the recombination between quantum-confined 
levels in nanocrystals. 

Thirdly, the temperature dependence of the PL band position disagrees with that of 
the bulk silicon band gap, while the two dependencies should correlate in the case of 
recombination between quantum-confined levels in nanocrystals. Here, consideration of 
the effect of mechanical stress in silicon nanocrystals, which arises due to the difference 
of the thermal expansion coefficients of silicon and silicon dioxide, does not change 
the character of nanocrystal's band gap temperature dependence and results only in a 
correction to the band gap of about 7 meV in the temperature range from 80 to 300 K. 

For centers which are strongly bound with lattice the temperature dependence of 
their PL band energy is different from that of the band gap. The recombination via such 
centers, exhibiting usually a wide PL emission, is described using the configuration 
diagram model [8, 9]. In this model the direction of the PL band shift with temperature 
is determined by the ratio of the frequencies of vibration modes in the ground and 
excited states of the center. In our case, the ground state frequency is higher. The slight 
change of PL intensity with temperature points to a high value of the thermal activation 
energy of the centers. 

Fourthly, the absence of spectral dependence of PL kinetics seen in Fig. 4 also 
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points to recombination via local centers. In the case of the quantum confinement 
recombination model the PL decay should proceed faster on the shorter wavelength 
side of the spectrum because of the strong dependencies of both the recombination 
probability and energy of optical transitions on nanocrystal radii. The calculated lifetime 
of transitions with 1.5 eV energy in the quantum confinement recombination model 
equals to 100 /is, which is greater than our experimental data. Moreover, the quantum 
confinement recombination mechanism should lead to an exponential PL decay [10]. 

The possible centers of radiative recombination can be localized either on the Si-SiCh 
boundary or in the SiCh matrix. The defects in SiCh are well investigated and there is 
no evidence for the existence of centers having their luminescence in the 1.5-1.7 eV 
range [11, 12]. 

The center of recombination on the Si nanocrystal-silicon dioxide boundary respon- 
sible for 1.5 eV luminescence was considered by G. Allan et al [5]. It was attributed to a 
single covalent bond, for example a Si-Si bond. The calculation shows that a metastable 
recombination state, separated by an energy barrier from the excited state, can exist on 
the boundary of small nanocrystals. The nonexponetial decay kinetics is possible in 
such centers if the barriers between excited and metastable states of the centers have 
a certain energy scatter and, consequently, the probability of carrier transition from the 
excited to recombination state differ. In our case, since the recombination centers are 
localized on the boundaries of nanocrystals, the barrier height can depend on the local 
environment. 

5    Conclusion 

The luminescence properties of silicon nanocrystals formed by Si ion implantation into 
SiC>2 matrix and a subsequent thermal annealing have been studied. For identification 
of PL mechanism the dependencies of cw PL on temperature and excitation power 
density, and time-resolved PL have been investigated. Experimental results point to the 
mechanism of recombination via the levels of centers which are localized on the silicon 
nanocrystal-silicon dioxide boundary. 

We are grateful to G. A. Kachurin and I. E. Tyschenko for supplying us with the samples 
used in this study. 
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Abstract. Energy spectra of shallow acceptors in uniaxially stretched Ge were calculated by 
variational technique. The results were used for the interpretation of the observed far infrared 
photoconductivity spectra of strained Ge/GeSi heterostructures with wide quantum wells. 

Introduction 

The paper deals with shallow acceptors in wide quantum wells (QWs) in germanium 
layers in strained Ge/Gei_xSix heterostructures grown on Ge(lll) substrates. The 
deformation of Ge layers is equivalent to hydrostatic compression and uniaxial tension 
along the growth direction. The uniaxial part of the deformation splits the light and heavy 
hole subbands [1]. In wide QWs (with respect to a typical Bohr radius of acceptors) 
in Ge/GeSi heterostructures shallow acceptor are affected mainly by the strain rather 
than by the size quantization. Therefore at zero approximation the shallow acceptors 
in Ge/GeSi heterostructures can be treated as impurities in bulk Ge subjected to the 
uniaxial tension. Shallow acceptors in uniaxially compressed Ge were theoretically 
investigated in [1, 2]. It was shown that the compression results in the splitting of four- 
fold degenerated ground and excited states into pairs of two-fold degenerated states. In 
the present paper the variational calculations of shallow acceptors in uniaxially stretched 
along (111) direction Ge have been carried out using the effective mass approximation. 
The results are shown to be in a good agreement with the observed spectra of far IR 
(FIR) photoconductivity of p-type Ge/GeSi heterostructures. 

1    Theory 

In the case of uniaxial deformation the Hamiltonian in the envelope function equation 
for the valence band in Ge is the sum of 4x4 matrix Luttinger Hamiltonian [3] and the 
deformation term [1]. This Hamiltonian describes light and heavy hole subbands and 
the envelope wave function Fj(r) (j = 1-4) is four-dimensional vector. Eigenvalues 
of the envelope function equation with the Coulomb term in the Hamiltonian for the 
shallow acceptor in uniaxially stretched Ge were found by variational method in the 
manner similar to that used for the calculation of acceptor spectra in unstrained Ge [4]. 
Trial wave functions for variational calculation of acceptor spectra in strained Ge were 
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chose by similar [4] procedure. Trial wave functions were taken in the form 

Fj(r,9,ip) = ^2 r' exP ( V sur • q2 cos2 ( 
^P,(q cos 9)e" 

T,^"0'-  d(qC08e)\. 
=-i 

where cj m, r\ and q (parameter of anisotropy) are variational parameters, Pi is the 
Legendre polynomials of qcosO. Here / = 0, 2 for the ground state and / = 1, 3 for 
the lowest excited states, z axis is chosen along the tension direction. The variational 
procedure can be simplified significantly by the reducing of the number of variational 
parameters taking into account the crystal symmetry. In uniaxially stretched Ge the 
double point symmetry group D3rf corresponds to the center of Brillouin zone (F-point). 
The same group corresponds to the point L in unstressed Ge. Therefore wave function 
of acceptor should be transformed by additional irreducible representations of double 
group in point L. There are six additional irreducible representation of group D3rf: Lf, 
lf,lf. One-dimensional representations Lf and if are complex conjugated; therefore 
they should be considered as one two-dimensional representation. Representation if 
is two-dimensional. Wave function of the ground acceptor state transforms according 
to the irreducible representations which correspond to the top of valence band: L^5 

(heavy holes) and L\ (light holes). Dipole optical transitions from the ground state are 
allowed only into odd (respect to the inversion) excited states. The lowest odd excited 
states are /j-like states. Therefore their wave functions should transform according to 
the irreducible representations L^5 and L^. 

The results of the calculations of the acceptor binding energies for the ground and 
the lowest excited states are plotted in Fig.l as a function of the deformation. It is 
clearly seen that the deformation splits the ground state into L%5 and L\ levels; the 
last one rapidly shifts to the continuum with the deformation. Binding energies of few 
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Fig 1. Binding energies of the ground and the lowest excited states of shallow acceptor in 
uniaxially stretched Ge versus the component sxx of the deformation tensor (all other components 
are proportional to exx). Vertical dashed line 1 and 2 indicate the deformation value for the sample 
# 309 and the "effective" deformation value for the sample #306. 
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lowest /j-like excited states were calculated: L^5, L^(l,2). At high stress the influence 
of the split off light hole subband may be neglected and the acceptor spectra may be 
calculated as in the case of simple anisotropic band [5]. In Fig. 1 one can see that 
with the increase of the deformation the binding energies tend to the asymptotic values 
corresponding to Is, 2p0 and 2p± levels of the simple anisotropic model [5]. In another 
limit e —> 0 the results obtained are in a good agreement with those calculated for the 
unstressed Ge [3]. 

2   Experiment and discussion 

The results of the calculations performed allow to interpret the experimental spectra of 
impurity FIR photoconductivity of Ge/GeSi heterostructures. The spectra were mea- 
sured by using BOMEM DA3.36 FT spectrometer [6]. Fig. 2 represents photoconduc- 
tivity spectra of two undoped sample # 306,# 309 (with residual acceptor impurities) 
and of the sample # 379 with boron doped QWs. 

Photoconductivity spectrum of the sample #309 (Fig. 2a) with thick Ge layers con- 
sists of the line at fko « 5.3 meV and the broad band at fko = 7-10 meV. The 
line at fko « 5.3 meV corresponds to the transition between ground state L^5 and 
the first excited state L^5 (Fig. 1). The energy separation between L^5 and L^(l) 
states corresponds to fko = 7 meV that corresponds fairly well to beginning of short- 
wavelength photoconductivity band in the spectrum in Fig. 2a. At higher frequencies 
the photoconductivity may be explained by transitions to higher excited states and in 
the continuum. 

3 

O 

OH 

6 8 10 
Energy (meV) 

Fig 2. Impurity photoconductivity spectra of Ge/GeSi MQW heterostructures at T = 4.2 K; a: 
# 309 (C/QW = 800 Ä), b: # 306 (dQVi = 200 Ä), c: # 379 (dQW = 200 Ä). 
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According to the results of the calculations the typical wave function extension 
(Bohr radius) in direction of deformation is about 40 Ä. Therefore the effect of size 
quantization on the acceptor spectrum is more pronounced in the samples # 306, 379 
with narrower QWs. The energy gap between light and heavy hole subbands in these 
samples is 30-40 meV (cf with 3 meV in # 309). This effect was taken into account 
by introducing the effective deformation which corresponds to the total splitting of the 
subbands (vertical line 2 in Fig. 1). This approach allows the qualitative description of 
the observed spectra (Fig. 2b,c). The position of the spectral line ftw « 6.9 meV is 
in a good agreement with the energy separation between the ground state L^5 and the 
continuum for the sample #306 (Fig. 1). The strongest line in the spectra in Fig. 2b,c 
should be naturally attributed to the transition between the ground state and excited state 
which turns into 2P± level in the model of simple anisotropy band [5]. This transition 
should correspond to the frequency ftw « 5.5 meV. However the short-wavelength 
edge of the strongest photoconductivity band in Fig. 2b,c corresponds to a little bit 
lower frequency fko « 5 meV. This indicates the necessity to consider the confinement 
effects on the excited impurity states more correctly. 
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Abstract. The quantum corrections to the conductivity of the high-mobility multilayer p- 
Ge/Gei-xSic heterostructures are investigated at T = (0.1 -^ 20)K in magnetic fields B up to 
1.5 T. The observed negative magnetoresistance with logarithmic dependencies both on tem- 
perature and magnetic field for B > 0.1 T is interpreted as the consequence of the particle- 
particle (hole-hole) attractive interaction in the Cooper channel. Out of the interaction constant 
value g{T) = (In Tc/T)-1 the effective temperature of superconducting transition is estimated: 
Tc < 0.03 K. 

Introduction 

The diffusive nature of electron motion in disordered conductors results in quantum 
corrections to the transport effects with nontrivial dependencies on temperature T and 
magnetic field B [1, 2]. These corrections are of the order of (k?l)^1 where k? is the 
Fermi quasimomentum and / is the impurity scattering length. The total quantum cor- 
rection consists of the single-particle weak localization part and the part due to disorder- 
modified electron-electron (e-e) interaction between particles with close momenta and 
energies (in diffusion channel) and between particles with small total momentum (in 
Cooper channel). All three quantum corrections, i.e., localization, e-e interaction in 
the diffusion channel and e-e interaction in the Cooper channel lead to the logarithmic 
low-temperature dependence for the conductivity at B = 0. 

The different quantum corrections may be separated by the application of an external 
magnetic field as each quantum effect has its own range of characteristic magnetic 
fields. In the absence of spin scattering the magnetoresistance associated with the weak 
localization is negative. For this effect there exist two characteristic fields: the field 
Bv of crossover from parabolic to logarithmic B — dependence of magnetoresistivity 
(Bv = Hc/4eL^, Lv — being the inelastic scattering length) and the field Btr = hc/2el2, 
where the magnetic length become less than the elastic scattering length. Beyond the 
diffusion approximation at B > Btr the effect of weak localization is suppressed in a 
great extent [3, 4]. 

For the correction ACT to the conductivity due to e-e interaction in the Cooper 
channel we have [5] 

Aa(B) - ACT(O) = -J^-giD^ix) (1) 
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where ipi{x) = lnx for x > 1 and x = B/Bmt for B < Bs, x = B/Bs for B > Bs. Here 
Bmt = irhc/leLj, {L\ = HD/kT, D being the diffusion constant) and Bs = irkT/gßB are 
the characteristic fields for orbital and spin effects, and g(T) is the effective interaction 
constant of two particles with the opposite momenta: g > 0 for repulsive interaction 
and g < 0 for attractive interaction due to virtual phonon exchange. In the latter 
case g(T) = (InTc/T)^1 where Tc is the superconducting transition temperature and 
expression (1) is valid for T > Tc. For the relation of the orbital and spin effects we 
have 

Bs/BM = 2(kFl)(mQ/mg). (2) 

The interaction contribution in the diffusion channel is not sensitive to the magnetic 
field until the spin splitting become important at B > Bs [2]. The corresponding 
magnetoresistance is proportional to the constant of direct Hartree interaction and should 
be positive. 

1     Results and discussion 

We have investigated the quantum corrections to the conductivity and magnetoconduc- 
tivity of 2D hole gas in strained multilayer p-Ge/Gei_xSix (x = 0.03) heterostruc- 
tures at T > 0.1 K in magnetic fields up to 1.5 T. With the hole densities p = 
(2.4 4- 2.6) • 1011 cm"2 and mobilities /x = (1.0 4- 1.7) • 104 cm2/Vs we have a good 
metallic conductivity on Ge layers: kFl = (104 20). For the Ge layer width d = 200 Ä 
the motion of holes in transverse direction is quantized, only one confinement band to 
be occupied: k?d/-K « 0.8. The conductivity at B = 0 decreases with temperature 
decrease and varies as the logarithm of T in a wide temperature range (0.1 4 20) K 

(Kg- !)• 
Figure 2 shows the effect of negative magnetoresistance in a whole range of the 

classically weak magnetic fields LOCT < 1 (B < Bc, where Bc = mc/er) at different 
temperatures. The magnitude and T dependencies of the characteristic magnetic fields 
Bv, Btr, Bmt, Bs and Bc for one of the investigated samples (p = 2.4 • 1011 cm"2, 
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H = 1.0 • 104 cm2/Vs, kFl = 12.4, / = 1 • 1(T5 cm, Ätr = 0.03 T) are presented on the 
diagram of Fig. 3. Here the relations Bc = 2(kfl)Btt and Bs = 2(kpl)Bmt are used (for 
the strained Ge valence band the spin splitting is about the half of the cyclotron one [6] 
and in Eq. (2) mo/mg «1). 

Due to a high mobility of holes only a small magnetic field Btt is needed to suppress 
the effect of weak localization. The logarithmic dependence of ACT on T at B > Btt 

(Fig. 4) unambiguously is the evidence of the quantum correction associated with e-e 
interaction. As the magnetoresistance observed at B > \0Btt is still negative we assume 
that this range of B shows preferentially the effect of the particle-particle interaction in 
the Cooper channel (1) with g(T) < 0 (attraction of holes with opposite momenta). 
In accordance with Eq. (1) the logarithmic dependencies of ACT on magnetic field is 
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observed between 0.1 and 1 T (Fig. 5). On the B — T diagram of Fig. 3 it may be 
seen that in this interval of B (3 < B/Btt < 25) for T > 2 K only the orbital effect 
in the Cooper channel is important (Bmt < B < Bs). For T < 2 K both effects are 
actual and for sufficiently low temperature spin effect dominates (B > Bs). A fit of the 
magnetic field dependence gives \g(T)\ = 0.018-7T at T = 0.27 K which corresponds 
to superconducting temperature Tc « 0.03 K. It is only the upper limit for Tc as, in 
principle, at B > Bs the positive magnetoresistivity due to the spin splitting of the 
triplet state in the diffusion channel should also take place. In the presence of the latter 
contribution the true magnetoresistivity in the Cooper channel expected to be more 
negative than the observed one. 

2    Conslusions 

The observations of the magnetoresistance due to e-e interaction in the diffusion channel 
were reported for high mobility GaAs/AlGaAs heterostructures [7] and for MBE grown 
doped GaAs [8]. The positive part of the magnetoresistance for the electron gas in 
the short-period Si/SiGe superlattices was assigned both to the spin splitting in the 
diffusion channel and the e-e repulsion in the Cooper channel [9]. Moreover, due to 
the relatively short escape time from one well into another only anisotropic 3D (not 
2D) version of theory was able the describe the experimental data. Our study of the 
negative magnetoresistance in p-Ge/Gei_ASix heterostructures clearly demonstrates the 
wide intervals of temperature and magnetic fields where the quantum correction is 
dominated by the hole-hole attraction in the Cooper channel. 

This work is supported in part by RFBR No. 98-0-02-17306 and Russian Program 
"Physics of Solid-State nanostructures". 
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Fabrication of SiGe quantum wires by self-accembled local molecular 
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Abstract. One-dimensional SiGe structures were grown by molecular beam epitaxy on mesa- 
patterned Si (100) and (111) substrates. The effect of temperature and deposition rate on 
faceting of local epitaxial Si and SiGe structures was studied in temperature range from 450° C 
to 900° C. Scanning electron microscopy revealed that the increase of growth temperature and/or 
the decrease of deposition rate result in faceting of the growing structures. Epitaxial structures 
with Sio.75Geo.25 quantum wires 4 nm in thickness and 30-50 nm in width separated by 30-nm Si 
barriers were grown. Low-temperature luminescence spectra of these structures were obtained. 

Introduction 

Common lithographic techniques are hardly suitable for fabrication of the quantum- 
size structures because of the limited spatial resolution of these methods. One of the 
possible ways to obtain the low-dimensional structures is a self-assembled growth. In 
recent years, a series of self-assembled growth techniques have been developed: growth 
on faceted substrates [1], growth on V-groove patterned substrates [2], and shadow-mask 
molecular beam epitaxy [3]. In this work, we studied the self-assembled molecular beam 
epitaxy of Si and SiGe layers on mesa-patterned Si (001) and (111) substrates under 
various growth conditions. 

1 Experimental procedures 

The samples were grown by molecular beam epitaxy on p-type Si (001) and (111) 
wafers patterned to form mesa stripes from 0.25 to 12 /im in width and 400 /im in 
length oriented along (011) direction. The mesa stripe pattern was formed by electron 
beam lithography and reactive ion etching with Al etch masks in SF6/02 plasma. The 
grown structures were analyzed by scanning and transmission electron microscopy, 
secondary ion mass-spectrometry, and low-temperature photoluminescence. 

2 Results and discussion 

For (001) substrates, we found that {111} facets form on the lateral sides of the epitaxial 
layer during growth at a rate of 15 nm/min and the substrate temperature above 500° C 

(Kg- I)- 
At the temperature below 500° C, the lateral faceting was not observed. The decrease 

in growth rate down to 3 nm/min leads to the facet formation at temperatures below 
450° C. The bulges bounded by the {111} facets grow on the lateral sides of the epitaxial 
layer. We observed no appearance of {311} facet planes at the temperatures about 
800°C, as was reported in [4]. 

In the case of the (111) substrates, the facets also form at the temperatures above 
500° C. The epitaxial structures grown at 550°C with a rate of 20 nm/min are asym- 
metric. Within the accuracy of measurements (about 3°), the facets make the angles 
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Fig 1. Typical epitaxial structure grown at 800° C. 

of 48° and 74° with the substrate. Consequently, the structure may be bounded by the 
{331} and {115} or {001} and {111} planes, respectively, because the angles between 
these pairs of planes and the {111} substrate are almost the same. Since {111} and 
{100} are the most stable surfaces [5], most likely these facets are {001} and {111}. 
The epitaxial structures grown at 500-900° C with a rate of 5-20 nm/min are bounded 
by the same facets. 

Doping of the growing layers with Ge up to 10 percents (i.e. introduction of strain 
to the growing film) has no influence on the faceting of the crystallization front. 

Using the revealed regularities of the self-assembled epitaxial growth, structures with 
Sio.75Geo.25 quantum wires 4 nm in thickness and 30-50 nm in width separated by 30- 
nm Si barriers were grown. Low-temperature luminescence spectra of these structures 
were obtained. 

3    Conclusion 

Thus, we have demonstrated the possibility to control the shape of the epitaxial structures 
by varying the growth conditions and to prepare one-dimensional structures down to 
several tens of nanometers in width on the top of the epitaxial layer using self-assembled 
epitaxy on relatively wide (about micrometer) mesa substrates. 
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Abstract. The temperature dependences of lateral conductivity and hole mobility in SiGe 
quantum well structures selectively doped with boron are presented. The boron A+ centers 
are found to exist and determine the low-temperature conductivity. The activation energy of 
conductivity at higher temperatures is shown to be determined by the energy distance between 
strain-split boron A0 levels. The model of two-stage excitation of free holes including the thermal 
activation of holes from the ground to split-off state and next tunneling into the valence band is 
proposed. The binding energy of A+ centers and the energy splitting of boron ground states by 
strain are found. 

Selectively doped SiGe quantum well structures (QWs) are of great interest for 
study of acceptor states which are degenerate in bulk material and should be split in 
two-dimensional (2D) systems due to space quantization and/or strain. The energy 
positions of ground and excited states of an acceptor can be controlled in a wide range 
by alloy composition, QW width, doping level and space position of an acceptor center. 
So-called A+ states (acceptors binding an additional hole) [1,2] are of specific interest 
as they should exist in SiGe QWs in thermal equilibrium in contrast to bulk material 
where they can appear only due to excitation, e.g., by light. Similar D~ -states of donors 
have been investigated in GaAS/GaAlAs structures [3,4]. 

The />-type Si/SiGe/Si QWs MBE-grown pseudomorphically on the n-type Si sub- 
strate and selectively doped with boron were used for conductivity and magnetocon- 
ductivity measurements at the temperatures of 4 up to 300 K. The SiGe layer of 20 nm 
thickness was sandwiched between undoped Si buffer (130 nm wide) and cap (60 nm) 
layers. The SiGe QW was uniformly doped with boron; the B concentration was of 
3 x 1017 cm"3. The content of Ge, x, in SiGe alloy was 0.1 and 0.15, respectively. Two 
boron Mayers with B concentration of 2 x 1011 cm"2 positioned within the buffer and 
cap layers on the distance of 30 nm from each QW interface were used to obtain A+ 
centers inside the QW. The buffer delta-layer should also supply holes to form the p — n 
junction between the p-layers and the n-substrate. The contacts were deposited on the 
p-type side of structures so that the p-n junction prevented from a current along the 
substrate. 

Figure 1 shows, in log-l/J scale, the temperature dependence of conductivity, a, 
along the SiGe layer for the samples with 0.1 and 0.15 Ge content, x. One can see 
two activation-law regions in the curves.   The low-temperature activation energy is 
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Fig 1. Temperature dependence of conductivity. 

approximately 2 meV and practically coincides for the samples with different Ge content. 
The activation energy at higher temperatures (T > 20 K) is of 12 ± 1 meV for x = 0.1 
and 18 ± 1 meV for x = 0.15. The hole mobility, /i, determined from the measurements 
of transverse magnetoconductivity had the maximum value of 20000 cm2/Vs at 28 K. 

There are two possible explanations for a(T) dependence at low temperatures. 
First, the activation energy (« 2 meV) can be due to the thermally activated hopping 
conductivity. In dependence on the Fermi level (ep) position, the hopping can be 
over neutral (A0) boron states if eF « eo, eo is the A0 binding energy, or positively 
charged A+ states if eF « e+, it is A+-centers binding energy. The main argument 
against the hopping is the low conductivity observed. Really, at the given doping level 
in QW, 3 x 1017 cm"3, the mean distance between impurities (« 8 nm) is of the order 
of the effective Bohr radius of impurity, which can be estimated by the expression 
aB « h/' \J2meB. Using linear interpolation of GeSi parameters between Si and Ge, we 
get aB « 2.5 nm for A0 and « 10 nm for A+ states [5]. Because of strong overlapping 
impurity states, the specific (on square) conductivity value can not be less than 10"3 

to 10"4 O"1 (see, fi., [6] for references). It is several orders of magnitude more than 
the experimental values. 

The second possible origin of 2 meV activation energy can be the thermal hole 
emission from A+ states. The calculation of the A+ binding energy [7] gives just 
e+ « 2 meV, being weakly dependent on Ge content in SiGe alloy. The calculated 
temperature dependences of free hole concentration are shown in Fig. 2. The parameters 
for the best fit of calculate and experimental curves were found to be eo = 24 meV 
and 36 meV for x = 0.1 and x = 0.15, respectively, e+ = 2 meV and N+ = 109 cm"2 

for both structures (N+—is the A+-center concentration in the QW). Thus, the low- 
temperature activation energy is the binding energy of the boron A+ centers in QW. 
However, the extra hole concentration supplied into QW turns out to be two orders less 
than the doping level of Mayers. The only reason for this seems to be Si surface states 
which can accumulate almost all holes from the Mayers. 
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Fig 2. Calculated temperature dependence of hole concentration in QW at various <5-layer doping 
level. 

The origin of activation energy at higher temperatures is not so obvious. It should be 
one half of boron-A° binding energy because the Fermi level lies between the valence 
band edge and the B° ground state as it is filled. So, the observed high-temperature 
activation energies, 12 and 18 meV, should correspond to 24 and 36 meV B° binding 
energies. These values are, however, quite surprising. Indeed, the binding energy of 
shallow impurity should decrease with increasing both Ge content and strain, it is quite 
the contrary to the experiment. Moreover, the value of eo = 24 meV seems not to 
be real for x = 0.1. The only energy which could agree with the above values of eo 
is the energy difference between acceptor levels split by strain. Indeed, the splitting 
energy of the ground acceptor state found by means of linear interpolation between Si 
and Ge is « 15 and 25 meV for x = 0.1 and x = 0.15, respectively. This is close 
to the experimental activation energies. (Note that the estimation of the energies by 
interpolation is very approximate.) The splitting energy can be as the activation one 
only if holes can pass from the split-off state into the valence band without activation, 
that is by tunneling. It is impossible in the scheme of flat bands. On the other hand, 
we have seen from the experiment that almost all holes from the Mayers accumulate 
in the surface states making the surface charged. So, the potential across the structure 
should appear inclining the valence bands. The scheme of potential distribution for this 
case is shown in Fig. 3. One can see from this scheme that the conductivity in this 
case can be controlled by two-stage process: first, the thermal activation of holes from 
the ground to split-off state takes place and then hole tunneling into free hole band 
creates the conductivity. To estimate the possible potential drop across the structure, 
let's remember an empirical law that for most homeopolar semiconductors the Fermi 
energy is fixed on the surface near 1/3 of the energy gap from the valence band. It 
is « 0.4 eV for Si. The QW width is 5 times less than the structure width. So, the 
potential drop on the QW is of « 80 meV. Of course, this estimation is too rough but it 
shows that the proposed model can be real. Thus, the arguments for the model are (i) 
the increasing activation energy of conductivity with Ge content, (ii) small additional 
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Fig 3. Scheme of conductivity activation by tunneling. 

hole concentration supplied from Mayers into the QW, and (iii) charging the surface 
and arising the potential drop across the QW, as a consequence. 

The experimental data presented give evidence for existence of A+ centers in B 
doped SiGe QW structures in thermal equilibrium. The thermal emission of holes from 
these centers determines the conductivity along the QW at low temperatures. At higher 
temperatures, the conductivity is shown to be due to thermal activation of holes from 
the ground to strain-split B states following by hole tunneling into the QW valence band. 
The tunneling is possible due to a potential drop across the QW which arise due to hole 
capture at surface states of the Si cap layer making the surface charged. Note that in 
structures with doping profile and level investigated, it is possible to find the energy 
splitting of acceptor levels by strain from temperature dependence of conductivity. 

This work was supported in part by Grants No. 96-02-17352 and 97-02-16820 from 
RFBR No. 97-10-55 from Russian Ministry of Science and Technology and Volkswagen 
Stiftung Grant. 
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Abstract. In the present paper we offer a model of the growth kinetics of Sii-xGe* layers from 
silane and germane molecular flows. The model considers disintegration of silane and germane 
molecules from chemisorption to formation of Si and Ge adatoms and their embedding in a 
crystal lattice. The numerical modeling of the epitaxial process has shown good agreement with 
the experimental data and has allowed to explain peculiarities of the experimental dependencies. 
The effective frequencies of SiH3 and SiH2 disintegration for the considered epitaxial method 
were estimated. 

Introduction 

In the last decade the chemical vapour deposition from silicon and germanium hydrides 
at low pressures has been actively used for Sii_AGex layer epitaxy. Despite the large 
number of experimental works the number of theoretical researches is insignificant, and 
the available models describe experimental data inadequately. Therefore, as remarked 
by L. T. Vinh with co-workers "improved models thus seem to be indispensable" [1]. 
The not good enough agreement of the theory and experiment is possible connected 
to an extremely simplified consideration of chemical processes on a growing surface. 
On the other hand, a detailed description of the kinetics of surface reactions inevitably 
will result in an increase of a number of parameters describing the rates of elementary 
processes. The task is complicated also by that the values of the majority of rate 
constants disintegration of SiH„ and GeH„ molecules, unfortunately, are unknown. 

In the present paper we offer a model of the growth kinetics of Si] -xGex layers from 
silane and germane molecular flows. The model considers disintegration of silane and 
germane molecules from chemisorption to formation of Si and Ge adatoms and their 
embedding in a crystal lattice. Using the published experimental data, on the basis of 
the model we have made estimations of rate constants of disintegration of SiH3 and 
SiH2 molecules. 

1    Model 

A comprehensive analysis of the process of disintegration of SiH„ molecules on a surface 
Si(100) is made by S. M. Gates with co-workers [2]. They found out that the complete 
mechanism of silane disintegration is reactions: 

SiH4 + 2 ->4 S1H3 + H (1), SiH3 +1   -V SiH2 + H (2), 2SiH2    ->•   2SiH + H2 (3), 

SiH2    ->•    SiH + H (4), SiH 4 Si + ±H2 (5). 
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Taking into account a chemical similarity of SiH4 and GeH4 molecules it is possible 
to expect that the disintegration of germane will occur by an analogous way [3]. If on 
a growing surface there are SiH2 and GeH2 molecules, these molecules possibly can 
react by the reaction: 

MH2 SiH2 + GeH2    ->•   SiH + GeH + H2 (6). 

An appropriate system of kinetic equations for dimensionless average concentrations 
of adsorbed particles is (M = Si, Ge): 

3eMH3 _ 0%1H/MH4 fl2       ~ fl        fl 
dt      - l K  y«w ~ 2l/MH3

yMH3
yv, 

9SMH,        ~ a a .   (1)     a2 i   (2)     /i a        o   (3)     a a 
Si— - 2l/MH3

yMHA - 4l/MHj MH2 
_ ^MH; MH2^ ~ 2l/MH2 SiH2

yGeH2> 

^T1 = 4l/MH2
öMH2 + 2vMR2°MR2

ev + 2^H2 0SiH2 %eH2 - ^vlH<?MH> 

-$* =    E    (2 MHy,MHt Cz + 2^VIH3<?MHA + ^MH^MHA)- ^ (•*) %> (7) 
M=Si,Gev 2 7 

-a1 = ^M - >*6>M, 

ö„ + 0MH3 + 0MH2 + 0MH + 0M+9n = l, 

&v = #w + 0„bl, 

Obi = 3 (0SiH3 +%eH3)- 

The system (7) is based on the following considerations, (a) Monomolecular ad- 
sorption takes place on a growing layer surface, (b) Lateral interactions between atoms 
and molecules on a growth surface are absent, (c) Chemisorption of silane and ger- 
mane molecules requires two vacant not blocked adsorption sites, (d) The GeH3 and 
SiH3 molecules block 3 vacant adsorption sites, (e) The desorption rate of hydrogen 
atoms from an alloy surface linearly depends on Ge content, (f) The frequency of atom 
embedding into a lattice (r) depends on concentration of atoms Si and Ge as described 
in [4]. Growth rate and Ge content of an alloy layer can be calculated by the formulas 

f/ = '"Tf(%i + ÖGe)- 
ÖGe + %i ^o 

2   Results and Discussion 

Because the silane properties are investigated in more detail, we have focused the efforts 
on modeling of a growth from SiH4. In order to define values of kinetic constants the 
experimental dependences of growth rate of layers on temperature [1, 5] and TPD 
spectra of hydrogen [2] have been used. As is visible from Fig. 1, the dependence V(T) 
has a kink at the temperature about 620-630 °C. The V(T) slope above this temperature 
is small and the activation energy approximately equals 0.1 eV. Such a value of the 
activation energy correlates well with the activation energy of disintegration of SiH3 

molecules [2]. Thus, the increase of the growth rate at T > 620—630 °C is limited by 
the disintegration of SiH3 molecules. The fitting of the theoretical dependencies V(T) 
to experimental data has allowed to determine the disintegration frequency of SiH3 
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dependencies of the growth rate. 
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Fig 2. TPD data showing hydrogen desorption for silane adsorbed on the Si(100) [2]. 

molecules ^MH3 — 2-5 x lCPe~0M1(eY>/kT (s~*). This result coincides with conclusions 
of S. M. Gates with co-workers [2]. 

The definition of disintegration frequencies of SiH2 molecules is a more difficult task. 
The difficulty consists in the fact that the disintegration of these molecules proceeds 
by two ways simultaneously. In order to determine these parameters, we have used 
TPD spectra of hydrogen [2]. As is visible from Figs. 2 and 3, these spectra have two 
maxima at 700 and 800 °C. The occurrence of the first desorption maximum is caused 
by reaction between two SiH2 molecules, the second maximum is connected with the 
simple hydrogen desorption from the Si(100) surface.  Fitting the first peak we have 
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Fig 3. Calculated hydrogen TPD spectrum for silane adsorbed on the Si(100). 

found z/ifr,   ~5x 1017e 2-5(eV)/kT($  ]). The fitting of the second peak has allowed 

to specify the frequency of hydrogen desorption from the Si (100) surface (un ~ 
8 x lOne~2A3(eY>/kT (s~*)). The second peak has one feature: the low temperature half 
of the peak is narrower than the high-temperature one. The extension of this peak in the 
high temperature field is apparently connected with the monomolecular reaction (4). 

5xl02e-0.6(eV)//£r(s-l^ For the kinetic constant of this reaction we have found v. (2) 
MH, 
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Abstract. The experimental demonstration of a basic cell of Quantum-Dot Cellular Automata, 
a transistorless computation paradigm is presented. The device studied is a six-dot quantum- 
dot cellular system consisting of a four-dot QCA cell and two electrometer dots. The system is 
fabricated using metal dots, connected by capacitors and tunnel junctions. The operation of a 
basic cell is confirmed by the externally detected change of the cell polarization controlled by 
the input signal. The cell exhibits a bistable response, with more than 80% charge polarization 
within a cell. 

In the last 30 years the microelectronics industry has made dramatic improvements in 
the speed and size of electronic devices, and the achievement of ever higher levels of 
integration requires a further increase in the number of devices fabricated on a chip. 
Since the early 1970s the device of choice for high levels of integration has been the 
field effect transistor (FET), and while the FET of today is a vast improvement over that 
of 1970, it is still a current switch like the mechanical relays first used to encode binary 
information. At gate lengths below 0.1 /im, FETs will begin to encounter fundamental 
effects which lead to performance degradation. One alternative approach which could 
allow the microelectronics industry to maintain continued growth in device density 
would be a the change from the FET-based paradigm to one based on nanostructures. 
Here, instead of fighting the effects that come with feature size reduction, these effects 
are used to advantage. One nanostructure paradigm, proposed by Lent et al. [1, 2], is 
Quantum-Dot Cellular Automata (QCA), which employs arrays of coupled quantum dots 
for binary computations [3, 4]. The advantage of QCA lies in the extremely high packing 
densities possible due to the small size of the dots, the simplified interconnection, and 
the extremely low power-delay product which can be arbitrarily reduced by adiabatic 
switching [5]. Using QCA cells with dots of 20 nm diameter, an entire full adder can 
be placed within 1 /im2, approximately the area of a single 0.07 /im gate length FET. 

A basic QCA cell consists of four quantum dots located at the corners of a square, 
coupled by tunnel barriers. If the cell is charged with two excess electrons among the 
four dots, Coulomb repulsion will force the electrons to opposite corners. There are 
thus two energetically equivalent "polarizations", as shown in Fig. la, which can be 
labeled logic "0" and "1". By properly arranging cells so that the polarization of one 
cell sets the polarization of a nearby cell, it is possible to implement all combinational 
logic functions. Since the cells communicate only with their nearest neighbors, there is 
no need for long interconnect lines. The inputs are applied to the cells at the edge of 
the system and the computation proceeds until the output appears at cells at the edge 
of the QCA array. 
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Fig 1. (a) Basic four-dot QCA cell showing the two possible polarizations, (b) Schematic diagram 
of the four-dot QCA cell with two electrometers. 

We study a QCA cell fabricated using aluminum islands with aluminum-oxide tunnel 
junctions, grown on an oxidized silicon wafer. The fabrication used standard electron 
beam lithography and shadow evaporation to form the islands and tunnel junctions [6], 
with typical junction area of 50 x 50 nm2. The first step in the development of QCA 
systems was recently demonstrated in [7] where we showed the possibility to switch the 
localization of an electron in a double-dot (DD) by swapping an electron in the input 
dots capacitively coupled to DD [7]. A schematic diagram of the improved device — 
the four-dot QCA cell with additional electrometers is shown in Fig. lb. The four dots 
of the QCA cell consist of two DDs, where the dots are joined by a tunnel junction. This 
breaks the QCA cell into two half-cells, where electrons are allowed to tunnel "vertically" 
between dots, but not "horizontally". The input voltages V\ and V2 are connected to 
DiD2, which form the input half-cell. DiD2 is connected capacitively to the output 
half-cell D3D4, which is in turn capacitively coupled to the electrometers E\ and E2. 
Measurements were performed in a dilution refrigerator with a base temperature of 
10 mK. Conductances of DDs and electrometers were measured simultaneously using a 
standard ac lock-in technique with 5 /iV excitation, and a magnetic field of 1 T applied 
to suppress the superconductivity of Al. Capacitances of the circuit were determined 
from periods of Coulomb-blockade oscillations and IV-measurements [8]. 

The operation of a QCA cell is best understood by examining the conductance 
through the input half-cell as a function of the two gate voltages V\ and V2, as shown in 
the contour plot of Fig. 2. A peak in the conductance is observed each time the Coulomb 
blockade is lifted for the DD system, and due to the capacitive coupling between the 
dots each peak splits into a double peak. These peaks form the vertices of a hexagonal 
structure which we refer to as the "honeycomb", delineated by the dotted lines in Fig. 2 
[9]. Within each hexagon the electron population of the dots is stable and changes when 
a border between cells is crossed. The excess electron population can thus be labeled, 
with the (0,0) hexagon centered at V\ = V2 = 0 V. A point in the honeycomb defined 
by a single setting of V\ and V2 is called the working point, which defines a particular 
configuration of electrons. Most important for QCA operation is motion of the working 
point in the direction shown by the direction V$VA% in Fig. 2. This movement between 
the (1,0) and (0,1) hexagon represents the switching of an electron between the top 
and bottom dot. If working points for each half-cell are on the border between these 
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Fig 2. Contour plot of the measured conductance through the input half-cell as a function of V\ 
and V2. The excess electron population is noted as (ni, 112). 

states, the cell is non-polarized. If we than polarize input DD by applying the control 
signal to the input gates, the output DD will in turn be polarized to minimize the total 
energy of the system. The goal of our experiment is to demonstrate QCA operation by 
using electrodes to force this transition in the input half-cell and then have the potential 
changes on the input half-cell force an opposite transition in the output half-cell. 

To demonstrate QCA operation, it is necessary therefore first to set both DDs in non- 
polarized state without the input signal. An input signal polarizes the input DD, which 
in turns polarizes the output DD. The external detectors then measure the position of 
an excess electron in the output DD. 

To accomplish the first part of the task conductance of the DDs is measured as 
a function of corresponding gate biases, and the appropriate working points are thus 
chosen. To externally detect the charge state of each dot of D3D4 we use additional 
dots as electrometers [10], capacitively coupled to the output half-cell, as shown in the 
schematic of Fig. 2. The electrometer operates by detecting small potential changes in 
the dot being measured. Knowing the capacitance coupling the electrometer to the dot 
and the electrometer charge sensitivity, it is possible to calculate the potential on the 
measured dot. 

QCA operation is demonstrated by applying a differential voltage to the input half- 
cell, a positive bias to V2 and a negative bias to V\. As this differential voltage is swept 
along Fdiag, electrons tunneling one-by-one through DiD2 spend more time on D2, and 
the electrostatic potential on D] and D2 changes in response to the applied gate voltages 
and the position of electrons. The potential on D2 increases with the positive voltage 
V2, until an abrupt reset which occurs when an electron enters the dot. Likewise, the 
potential on dot Di also changes as a function of V\, but with the opposite phase. 
Since the potentials on Di and D2 act as additional gate voltages for D3 and D4, the 
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Fig 3. (a) Conductance through the input half-cell versus Kiiag. The peak indicates the switch of 
an electron from Di to D2. (b) Conductance through the electrometer £1 indicating the addition 
of an electron to D3. (c) Conductance through electrometer £2 indicating the removal of an 
electron from D4. 

honeycomb of the output half-cell will shift in response to potential changes in the input 
half-cell. For QCA operation a shift must be sufficient to move the D3D4 honeycomb 
so that the working point of the D3D4 appears in (0,1) or (1,0) hexagons, depending 
on polarization of DiD2. This represents a switch of an electron in the output half-cell. 
The switching in the output half-cell will be detected by the two electrometers, where 
the current in one electrometer will increase as an electron leaves its adjacent dot, while 
the current in the other electrometer will decrease as an electron enters its adjacent 
dot. The experimental measurements confirm this behavior, as shown in Fig. 3, which 
plots the conductance through the input half-cell, along with the conductance through 
each electrometer as a function of the input voltage V&ag (V2 = — V\). The peak in the 
conductance through the input half-cell, seen in Fig. 3a as V2 increases, indicates that 
an electron has moved from D] to D2. As the electron switches in the input half-cell 
the conductance of the top electrometer decreases (Fig. 3b), and rises for the bottom 
electrometer (Fig. 3c). This indicates that an electron has moved from D4 to D3 as 
expected due to the electron switch in the input half-cell. This confirms the polarization 
change required for QCA operation. 

Using the electrometer signal of Fig. 3b we calculate the potential on D3 as a func- 
tion of the input differential voltage and compare it with theory.   This is plotted in 
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Experiment 
Theory (T= 75 mK) 

Fig 4. (a) Measured potential on dot D3 as a function of Fdiag, along with theory at 75 mK. 
Calculated excess electron population for (b), the input half-cell Di and D2, and (c), the output 
half-cell D3 and D4, as a function of Fdiag. 

Fig. 4a, along with the theoretically calculated potential at a temperature of 75 mK. At 
a temperature of 0 K the potential changes are abrupt, while the observed potential 
shows the effects of thermal smearing, and theory at 75 mK shows good agreement 
with experiment. The heating of the electron system above the base temperature of the 
dilution refrigerator is likely due to the applied excitation voltage and noise voltages 
coupled into the sample by the leads. This effect is commonly seen in measurements 
of this type [11]. Figures 4b and 4c plot the theoretical excess charge on each of the 
dots in the input and output half-cells, at 75 mK. 

This shows a 80% polarization switch of the QCA cell, and the polarization change 
can be further improved with an increase in the capacitances coupling input and output 
half-cells. 

A device paradigm based on QCA cells offers the opportunity to break away from 
FET based logic, and to exploit the quantum effects that come with small size. In QCA 
approach, logic levels are no longer encoded as voltages but as the position of electrons 
within a quantum dot cell. QCA cells are scalable to molecular dimensions, and the 
performance improves as the size shrinks. A QCA cell with molecular dimensions 
should operate at room temperature since the energy spacings of the dot states will be 
larger than kT, even at 300 K. 

Using metal island dots with oxide tunnel junctions, we have demonstrated the 
operation of a QCA cell. The cell exhibits a bistable distribution of electrons, and the 
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polarization of the cell can be switched by externally applied bias voltages. 

This work was supported in part by the Defense Advanced Projects Agency, Office of 
Naval Research (contract No. N00014-95-1-1166), and the National Science Foundation. 
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Spectral response of quantum Hall effect far infrared detector 
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Abstract. Cyclotron resonance photoconductivity of 2D electrons in GaAs/AlGaAs heterostruc- 
ture in millimeter and submillimeter wavelength range in strong magnetic fields was investigated. 
Quantum Hall effect device was demonstrated as sensitive magnetically tunable narrow band 
(2—5 cm"1) far infrared detector. 

Introduction 

The magnetic field dependence of far infrared photoresponse of two-dimensional (2D) 
electrons has been the subject of several investigations [1-5]. In high magnetic fields 
the gap in the density of delocalized states occurs and quantum Hall effect (QHE) is 
observed. When the Fermi level £F lies in localized states between two adjacent Landau 
levels the longitudinal resistance Rxx vanishes and the Hall resistance RR is quantized to 
a multiple ofh/e2. Hence one can expect that the finite Rxx emerges when electrons and 
holes are photoexcited in delocalized states near the level center above and below eF. 
This suggests that QHE device may serve as excellent cyclotron resonance (CR) detector 
in far infrared (FIR) range. In the work [5] high sensitive QHE FIR detector based on 
2D electron gas in GaAs/AlGaAs heterostructures was realized. The photoresponse was 
studied using tunable by the magnetic field n-lnSb emitter as a radiation source with 
rather broad emission line (about 20 cm"1). In the present work the high resolution 
study of the photoresponse in wavelength range 100/im to 2 mm was carried out. 

1 Experimental 

The sample under study was fabricated from high mobility (/X4.2K ~ 8 • 105 cm2/V • s) 
GaAs/AlGaAs heterostructure. The sample was a long Hall bar with a width W = 
50 mm and a length L = 170 mm patterned in zig-zag shape and fitted into an area 
4 x 4 mm2 [5]. The sample was biased by dc current of 4/xA. In 2 mm wavelength 
range the response was studied as a function of the magnetic field using backward wave 
tube as a source of monochromatic radiation. At higher frequencies up to 100 cm"1 

the spectra of the photoresponse were investigated using BOMEM DA3.36 Fourier- 
transform spectrometer. All measurements were made at T = 4.2 K. 

2 Results and discussion 

The dc measurements of the resistance Rxx in magnetic fields are shown in Fig. 1. 2D 
electron concentration obtained from the period (in \/B scale) of Shubnikov-de Haas 
oscillations is ns = 2.8 • 1011 cm"2. The observed minimums of Rxx as a function of 
magnetic field correspond to the filling factors v = hns/eB = 2 (at B = 5.6 T), 4, 6, 8 
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Fig 1. Longitudinal resistance Rxx (curve 1) and photoresponse signal at A = 2.3 mm (curve 2) 
of the sample versus magnetic field; T = 4.2 K. 

etc. Fig. 1 presents also the magnetic field dependence of the sample photoresponse at 
A = 2.3 mm. As it seen the CR signal (indicated by the arrow) is accompanied by dis- 
tinct oscillations. The period of the photoresponse oscillations as well as the positions of 
maximums and minimums coincide with those for the Shubnikov-de Haas oscillations. 
The signal mechanism is tentatively considered as bolometric: the absorption results in 
heating of the electrons (ATe) and in the change in the electron mobility, the magnitude 
of the signal being proportional to (8Rxx/dT) ■ ATe. It is seen that oscillations of the 
photoresponse are stretched rather far from the CR line and suppressed at B « 3 T 
that indicates the finite density of delocalized states between Landau levels [4]. The re- 
sults of the detailed investigations of the photoresponse in the submillimeter wavelength 
range using backward wave tubes will also be presented in the report. 

Fig. 2 represents the photoconductivity spectra of the sample in constant magnetic 
fields near integer filling factors v = 8, 6, 4, 2. The spectra were measured either "to 
the left" or "to the right" of Rxx minimums. Sharp CR peaks with line width of few 
cm"1 were observed in the spectra. CR line positions (from both Fig. 1 and Fig. 2) 
versus the magnetic field are plotted in Fig. 3a. The dependence is linear with the slope 
corresponding to the GaAs electron mass value m = 0.068mo. The peak sensitivity was 
earlier shown to increase with the electron mobility and in this sample was estimated at 
v = 2 as 106 to 107 V/W [5]. The CR linewidth values (measured at 1/2 of the peak 
signal in Fig. 2) versus the magnetic field are shown in Fig. 3b. It is clearly seen that 
the linewidth undergoes rapid leaps near the integer values of the filling factors v = 4 
and v = 6 that seems to result from the reduced screening due to density-of-states 
gaps [6]. At the filling factors v « 2 (B = 5.5 T) the linewidth increases 2 times that 
corresponds to the observed peculiarities of the linewidth oscillations in the transmission 
experiments [6]. 

Thus the QHE device was demonstrated as sensitive magnetically tunable narrow 
band FIR detector. The first results on the spectroscopic study of the FIR emission of 
hot carriers in MQW heterostructures obtained with QHE detector will be discussed in 
the report. 

The research described in the publication was made possible in part Grants No. 7.8 
from Russian Scientific Program "Physics of Quantum and Wave Phenomena/Fund a- 
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Noise in metallic set transistors of the different contact area between 
their islands and a substrate 
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The problem of background charge fluctuations in Single Electron Tunneling (SET) 
circuits is put in the forefront in recent investigations of SET devices. At low frequencies, 
these fluctuations substantially dominate over intrinsic fluctuations in SET devices and 
are usually characterized by a l/f spectrum with a roll-off frequency of 0.14-1 kHz and 
intensity of 10-44 10~3 e/y/Hz at 10 Hz (see, for example, [1] and refs. therein). Such 
fluctuations can dramatically depress the performance of SET devices. For instance, they 
superimpose the limitation on sensitivity of an SET transistor used as an electrometer [2]. 

Although the intensity of background charge noise depends on many factors and 
widely varies from sample to sample, it was noticed a trend of its increase with the 
island size [3]. This might be qualitatively explained by the important role the substrate 
plays as a source of charge fluctuations. In particular, recent measurements using Al- 
based SET electrometers of stacked design [4] showed that the noise level can be 
decreased down to the value of 2.5 • 10_5e/'y/Hz at 10 Hz. 

The aim of this work was to systematically examine SET transistors with different 
contacting areas between transistor islands and the substrate (keeping their electric 
parameters nominally similar). These areas varied from 50% to almost zero of the 
total island area (Fig. 1). The transistor 4 (Fig. 1) was practically insensitive to charge 
noise sources located in a substrate. Four chips (A-D), each comprising a series of four 
transistors (1-4), have been fabricated and studied. 
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Fig 1. Four transistor structures with different island/substrate contact area. 

The Al film structures (Fig. 2) with A1/A10A/A1 tunnel junctions were fabricated on 
a Si substrate buffered by sputtered AI2O3 layer 200 nm thick. The e-beam lithography 
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Fig 2. SEM image of the experimental structure. 

Table 1. Noise level vs the island/substrate contact area for transistors on chip B at / = 50 pA. 

transistor number 12     3     4 
Nominal contact area of an island to the 
substrate (% of total island area) 50   40   20   0 
Charge noise at 10 Hz, 10~5e/y/Hz 25   14   11   7 

and traditional shadow evaporation technique were used for the fabrication process. 
There were three successive deposition cycles in-situ with different angles and two 
oxidation processes in between. The characteristics of the sample were measured in 
a dilution refrigerator at the bath temperature T = 25 mK. The samples were voltage 
biased and the current / was measured. The noise floor of the setup was of the order 
of 20 fAJy/Uz at 10 Hz. SEM image of the experimental structure. 

In all measured samples the noise level showed strong dependence on the contact 
area between the island and the substrate: the transistors with smaller contact area 
produce definitely less noise (see Table 1). At lower values of transport current I 
the equivalent charge noise of the transistors, which had no contact with the substrate 
(configuration 4 in Fig. 1), turned out to be suprisingly low for all the samples (see 
Table 2). 

Table 2. The noise level of the samples of stacked design (transistor 4 in Fig. 1) at/ = 20-^30 pA. 
chip A B C D 
Charge noise at 10 Hz, 
Energy sensitivity 

10" -5e/VHz 2.5 
230 

4 
500 

7 
1200 

5 
800 
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However, the measured noise levels are still higher than the fundamental noise floor, 
determined by shot noise [2] (and evaluated for our transistors as 3 • 10-6e/y/Hz. Thus, 
we attribute the observed noise to fluctuations of both the background charges inside 
the tunnel barriers and tunnel conductances [5]. The latter manifest themselves in an 
anomalous noise dependence on a polarization charge on the island. 

This work is supported in part by the Russian Scientific Program "Physics of Solid State 
Nanostructures", the Russian Fund for Fundamental Research, the German BMBF and 
the EU (SMT Research Project SETamp). 
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Abstract. Nonlinear AC response of the semiconductor-barrier-semiconductor structures is 
considered. It is shown that in the vicinity of the barrier a low frequency plasma excitations- 
junction plasma polaritons (JPPs)—are excited on high frequencies. The excitation of JPPs has 
a substantial effect on the rectification properties of the structures in the skin-effect regime (on 
the frequency of 100 GHz and higher for the typical parameters of the structures). It leads to an 
essential increase in the rectified voltage. Its increase could be as large as one order of magnitude 
for the typical parameters of the structures. 

Introduction 

As a rule, when one considers the AC response of the semiconductor-barrier-semicon- 
ductor (SBS) structures, the distribution of the electro-magnetic field and the electric 
charges, induced close to the barrier, are supposed to be homogeneous in the barrier 
plane. The assumption ceases to be true when the frequensies are sufficiently high. On 
those frequencies the AC electric current does not flow homogeneously to the barrier, 
but it is grouped in the skin-layer in the vicinity of the lateral surface of the structure. The 
inhomogeneity of the electric current is responsible for the excitation of peculiar plasma 
excitations close to the barrier-junction plasma polaritons (JPP). JPPs are propagating 
along the barrier and they are characterized by low speed of propagation. That are 
low-frequency excitations. Their excitation makes the distribution of the voltage drop 
on the barrier and the electric charges in its vicinity inhomogeneous in the plane of 
the barrier. The results concerning spectrum of JPPs and their influence on the linear 
AC response of the SBS structures were presented in [1]. Here we present the results 
concerning the influence of JPP excitation on the nonlinear AC response of the barrier 
structures. The conductivity mechanism through the barrier is irrelevant, it could be 
both tunnel and thermo-ionic. What is important for the practical applications is the 
nonlinearity of the conductance, the more it is the better. 

In Section 1 we shall briefly review the results concerning JPP spectrum and the 
influence of JPP excitation on the linear AC impedance of the SBS structures. In 
Section 2 we shall discuss the new results concerning the influence of JPP excitation 
on the value of the rectified voltage in the SBS structures. 

1    JPP spectrum and linear AC impedance of the barrier structures 

We have found the spectrum of JPPs in the SBS structure. To describe the dependence 
of the electric current on the electro-magnetic field and the gradient of electron concen- 
tration we used the hydro-dynamic approximation. The following dispersion equation 
for JPPs has been derived [1]: 
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c*2 (to + if) 

(1) 

(i, + i,)^ + ifl-)K = ^-[^-^2T^-,-UJ^Zr^),Re(K)>0, 

here ui2 = 4irnoe2/m*ei is the semiconductor bulk plasma frequency, d* = d + 2r- TF 

is the effective thickness of the barrier, rTF is the Thomas-Fermi screening radius, 
is? = 4irGd*/ei is the reciprocal RjC relaxation time due to the conductance of 
the barrier (G), v is the reciprocal momentum relaxation time in the semiconduc- 
tor; K2 = q2 - esto

2/c2, q is the 2D JPP wavevector in the plane of the barrier, 
es = e/ [1 - tOp/to (to + w)\ is the dielectric function in the semiconductor allowing 
for the bulk plasma contribution, c* = c/y/e} is the effective light velocity in the 
barrier and e/ is the lattice dielectric constant in the semiconductor and barrier (they 
are supposed to be the same). Eq. (1) have been derived in the low-frequency and 
long-wavelength approximations: 

max{11^|, to, v} < uip,   q <^max{l/d,  l/nr}. (2) 

Further, we considered the linear response of the following structure: semiconductor 
with finite dimensions {1W along x axis, oo along y axis, L along z axis)-barrier (|z| < 
<i/2)-semiconductor (1W xooxL). The condition of the strong skin-effect is supposed 
to be fulfilled: 

ULü) < W, L, (3) 

IS(IJJ) is the skin-layer thickness. The following Eq. for the impedance of the pre-barrier 
region (|z| < ls(to) + d/2) of the structure has been derived: 

Zy=w..    ,^JVI^. (4) 
qW 

C(to + iui) tan(qW)'' 

C is the ordinary capacitance of the SBS structure. The first factor here is the ordinary 
impedance of the structure that one get if JPP excitation is not taken into account. The 
second factor appears due to JPP excitation by the current coming to the barrier region 
in the skin-layer along the lateral surface of the structure. In this case, the distribution 
of the current through the barrier (yT (x)) has the form (we have been looking for a 
homogeneous solution in y direction): 

*<*>=*<"> A (5) 
Eq. (4) is valid if the penetration length of the JPPs along the barrier (l/q") from 

the lateral surface of the structure is large in comparison with the skin-layer thickness 
( W » Is). 

2   Nonlinear AC response of the barrier structure 

Let us consider the small-signal nonlinear response. The problem is to calculate the 
DC rectified voltage in the SBS structure when a high-frequency voltage is applied to 
it.  We consider the same structure as that used in the impedance calculations.  We 
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Fig 1. Rectification amplification coefficient at room temperature in the typical GaAs-barrier- 
GaAs structures with widths of 20 /im (upper curve) and 10 /im (lower curve). 

suppose that the only nonlinear element in the structure is the barrier with nonlinear 
conductance. We suppose that the voltage drop on the barrier (V(x)) depends on the 
current through the barrier (y'T (x)) as follows: 

V(x) = ^Re\jj(x)]+aRe[h(x)]2.. (6) 

where a is the nonlinearity parameter. We suppose that the second term in (6) is 
small as compared to the first one. In the case the following approach is applicable: at 
first, we find the linear solution for the jj (x) (what in fact have been already made in 
the previous section), and further we are looking for a correction to V(x) due to the 
nonlinearity, i.e. we substitute the linear solution for jj (x) in (6) and average V(x) 
over x and t. In such a way we get the measurable rectified DC voltage {V)tx: 

Here 

K classic 

(^ = Os,cM/(?M)- 

M = x 
2 {2Wf " i + (uC/lWG)2 

(7) 

(8) 

is the ordinary Eq. for the rectified voltage, if JPP excitation is not taken into account, 
/ is the net high-frequency current per unity of length in y direction. 

/(<7) 
qW 

sin(qW) 
$m(2q'W)      wh(2q"W) 

Aq'W Aq"W 

is the amplification coefficient of the rectified voltage due to JPP excitation, q(to) 
q' + iq" is the solution of Eq. (1). 

(9) 
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As it follows from (9), the amplification coefficient f(q) is close to unity when the 
frequency is sufficiently low (\q\W << 1). On higher frequencies (\q\W > 1) f(q) 
can increase significantly. The applicability area of Eqs. (7) and (9) coincides with that 
of the impedance Eq. (4). 

For example, we calculated the frequency dependence of the f(to) for the two 
identical n-GaAs structures of different widths, 2W = 20 /im and 2W =10 /im 
(see Fig. 1). The other parameters are the following: the electron effective mass is 
m* = 0.07m, the electron concentration in the semiconductor is «o = 3 • 1018 cm"3, the 
barrier thickness is 30 nm, the electron mobility is /i = 2 • 103 cm2/Vs, the dielectric 
lattice constants in the semiconductor and barrier are equal to e/ = 13.5. One can see 
from Fig. 1 that the rectification amplification coefficient could be as large as one order 
of magnitude. In the structures with higher mobility the f(to) plots are oscillating more 
significantly due to the resonant JPP excitation. 

Conclusions 

We have shown that close to the barrier of the semiconductor-barrier (conducting, 
opaque, resonant tunneling one)-semiconductor structures low-frequency plasma ex- 
citations exist — junction plasma polaritons. They are excited by the high-frequency 
current coming to the barrier in the skin-layer along the lateral surface of the structures. 
JPP excitation leads to the build up of the AC voltage drop on the barrier or an effective 
change of the width of the barrier structure. Such effects are responsible for an ampli- 
fication of the rectified voltage in the structures. The amplification becomes significant 
on the frequencies higher than 100 GHz for the typical parameters of the structures and 
it can be as large as one order of magnitude. 
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State Nanostructures" (project 96-1019), "Surface Atomic Structures" (project 96-3.14), 
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Plasma excitations have been of considerable interest in recent studies of semiconduc- 
tor quantum wells and quasi-two-dimensional (2D) conduction channels in FETs and 
HEMTs. The intrasubband plasmons that are associated with a single electron subband 
can be studied as collective excitations in a two-dimensional electron fluid. When the 
electron-electron collision time is much smaller then the collision times with impurities 
and phonons the hydrodynamic model should be applicable to the carriers in MOS- 
FET and HEMT channels. Various non-linear wave phenomena were predicted for the 
electron fluid [1]. Recently, Shur and Dyakonov [2] analyzed new effects related to 
plasma oscillations and proposed novel electronic devices operating in terahertz fre- 
quency range. The velocity of linear plasma waves s$ is determined by the gate voltage 
swing UQ, «O = (eC/o/m)1/2 where m is the electron effective mass, e is electron charge. 
In the case of GaAs HEMT for the gate lengths from 1 /im to 0.1 /xm at UQ = 1 V 
the fundamental plasma resonance frequency LOO varies from 0.5 to 5 THz [2]. It was 
shown in ref [1, 2] that under asymmetric boundary conditions on the source and drain 
contacts the linear plasmons become unstable and new non-linear effects in the device 
response appear. 

In this work we consider a non-linear device response to harmonic signals applied 
as AC electric potentials at the source and drain contacts. We consider one dimensional 
fluctuation of 2D density along the channel (x axis). Let «o be an equilibrium 2D 
density of electrons in the channel, determined by the gate voltages. We write the time 
and space dependent 2D density as n(x, t) = «o + Sn(x, t). The basic equations are [2] 

dn  (  d(nv) _ Q 

dt        dx 

dv       dv e dU     v 
v- 

dt       dx m dx      T 
(2) 

where dU/dx is the electric field component along the channel, v(x, t) is local velocity 
of the electron fluid, r is an electron collision time with phonons and impurities. If 
the distance d from the channel to the gate is small compared to the channel length L 
and the edge effects are neglected the Poisson equation which relates U and n can be 
treated in gradual channel approximation resulting in a linear local relation: 

C 
n(x, t) = -U(x, t) (3) 
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Fig 2. Electron density profile at t/T = 1128. 
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where C is the gate capacitance per unit area. The deviations from this approximation 
in higher orders of d/L lead to the non-linear dispersion effects in plasma waves [3] 
and are not included here. 

In our numerical solution we introduce dimensionless variables: length x/L, time 
t/T where T = L/SQ, density n/tiQ, velocity V/SQ, frequency IO/IOQ. We also introduce 
a dimensionless friction coefficient 7 = L/SQT. The r itself can be determined from 
a known mobility in the channel. We take boundary conditions corresponding to the 
application of harmonic signals at the source and the drain. We want to see how the 
high frequency plasma oscillations lead to a non-linear response when applied signals 
are of much lower frequency. Prom equation (3) the boundary conditions for applied 
electric potentials can be stated in terms of density variations: 5«(0, t)/no = As cos(uy), 
ön(l, t)/no = Ad cos(u)dt). From the numerical solution of equations (l)-(3) we find 
the source (or drain) current density as js(t) = «(0, t)v(0, t). It is shown in Fig. 1 as a 
function of time for As =Ad = 0.1, tos/iOo = 0.01, tOd/^o = 0.03, g = 0.001. We see 
that after a short transition a periodic regime is attained. In the Fourier analysis of j(t) 
many harmonics besides those of the applied signals are generated. The form of j(t) 
is found to be determined by the non-linear plasma waves in the channel. In particular 
during the time intervals corresponding to large drops and raises of the source current 
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a shock wave propagates in the channel, reflecting a few times between the contacts. 
The corresponding density profile is shown in Fig. 2. 

We find that the non-linear wave propagation leads to the interesting non-linear 
response in the terminal current even though the applied signal is of much lower fre- 
quency then the fundamental plasma frequency. Similar response is found when the 
frequencies of applied signals are equal but their amplitudes are different or if there is a 
phase shift between applied signals. This may allow for the experimental demonstration 
of the non-linear plasma response and some novel device applications. 
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Abstract. Ballistic electron transport is used to study the transmittance of GaAs/GaAlAs super- 
lattices. In a three terminal transistor type device an energy tunable electron beam is injected 
via a tunneling barrier into an undoped superlattice. The transmitted current is measured as a 
function of the injector energy. Resonances in the collector current are observed due to miniband 
conduction in the GaAs/AlGaAs superlattice. By analysing the transfer ratio of superlattices at 
various bias conditions miniband positions and miniband widths are determined. A significant 
decrease of the miniband transmission is observed with increasing electric field accross the super- 
lattice, which is attributed to the the quenching of coherent transport. For longer superlattices an 
asymetry between positive and negative bias is found which is asigned to the transition between 
coherent and incoherent transport. 

Introduction 

Electron transport in superlattice minibands was first considered by Esaki and Tsu [1]. In 
their model they calculate the dispersion relation of the miniband determined by classical 
transport. In the quantum mechanical picture a voltage drop over the superlattice causes 
the break up of the miniband into a Wannier-Stark ladder [2], which requires a different 
description in terms of tunneling [3-4]. The tunneling current decreases with increasing 
electric field as the wavefunctions become localized. In the calculation of the current 
through an infinite superlattice a phenomenological scattering time has to be introduced 
to reproduce the onset of the negative differential conductivity at LOB- T = 1, in order 
to mimic realistic current voltage characteristics [1, 5, 6] and thus the presence of 
incoherent transport. 

A large number of studies of electrical transport in superlattices was done in the 
last decade [7-10]. In short period superlattices the formation of allowed and forbidden 
bands for resonant tunneling and band filling effects were confirmed experimentally 
[11-12]. The study of biased superlattices was severely hindered by space charge built 
up and domain formation [13]. So far there is no conclusive experiment which shows 
the occurrence of Esaki-Tsu type negative differential resistance (RTD) due to Bragg 
reflection at the zone boundary. Sybille et al. [14-15] performed the most extensive 
study in biased, doped superlattices and observed negative differential velocity. They 
were able to fit the drift velocity-voltage curves by using a modified Esaki-Tsu drift 
diffusion model. 

Optical experiments led to a breakthrough by the observation of Bloch oscillations 
in the time domain of undoped superlattices [16]. In a previous experiment we have 
developed a three terminal technique which allowed the study of transport in undoped 
superlattices [17]. In this paper, we extend this technique of hot electron spectroscopy 
to biased superlattices [18]. 
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Experimental 

We measured ballistic transport in GaAsZGao.7Alo.3As superlattices, where the influence 
of electron-electron and electron-impurity scattering can be neglected due to extremely 
low current densities. Under flat band conditions the eigenstates of the periodic struc- 
ture are extended over the entire length of the superlattice. To investigate the superlattice 
properties, a hot electron transistor structure is used. An energy tunable electron beam 
is generated by a tunneling emitter, passes the superlattice after traversing a thin highly 
doped GaAs region (base) and an undoped drift region. Electrons passing the super- 
lattice are collected in a doped GaAs layer, reflected electrons are collected by the base 
contact. 

Our samples, grown by molecular beam epitaxy, have the following common fea- 
tures: A highly doped n+-GaAs collector contact layer is grown on a semi-insulating 
GaAs substrate. Followed by a superlattice and the drift regions which are slightly 
n-doped (~ 5x 1014cm-3), in order to avoid undesired band bending. To reduce 
quantum mechanical confining effects originating from the quantum well formed by the 
emitter barrier and the superlattice the drift region is chosen to be at least 200 nm 
in width. This is followed by a highly doped (2 x 1018cm-3) n+-GaAs layer (base) 
of 13 nm width. As found in previous experiments [19], about 75% of the injected 
electrons traverse the base ballistically On top of the base layer a 13 nm undoped 
Gao.7Alo.3As barrier is grown followed by a spacer and a n+-GaAs layer, nominally 
doped to n = 3 x 1017cm-3, in order to achieve an estimated normal energy distri- 
bution of injected electrons of about 20 meV [20]. Finally, a n+-GaAs contact layer 
(n = 1 x 1018 cm-3) is grown on top of the heterostructure to form the emitter. 

Standard photolithographic and wet etching techniques were employed in three ter- 
minal device processing. The emitter, base, and collector were contacted from above 
using a standard AuGe/Ni alloy. An emitter contact pad, which is connected to the 
30 x 30 /im emitter mesa, is evaporated on top of a polyimid isolation layer. 

Results and discussion 

Before we start to investigate the transmittance of the superlattice minibands, we want 
to have an exact knowledge of the energy distribution of the injected electrons. Thus, 
a three terminal device with a resonant tunneling diode instead of the superlattice was 
used to determine the shape of the injector. The energy diagram of the conduction 
band of this device is shown in Fig. 1. A resonant tunneling diode acts as an energy 
filter of the injected hot electrons. Electrons that have an energy which corresponds 
to the energy of the first resonant state can pass the energy filter, otherwise they are 
scattered back to the base and do not contribute to the measured collector current. 
The RTD (6 nm Alo.3Gao.7As barrier/12 nm GaAs well/8 nm Alo.3Gao.7As barrier) is 
designed in a way that the first state (23 meV) is well below the energy of an LO- 
phonon (SWLO = 36 meV) in order not be influenced by electrons that are scattered 
by LO-phonons. The measured ballistic current is in the order of 1 /iA/cm2. 

The measured transfer ratio as a function of the injection energy, which is equivalent 
to the applied negative emitter bias, is shown in Fig. 2. Below the energy of the 
first resonant state E\ of the RTD we observe no collector current, since no electrons 
are injected that have an energy which is high enough to cross the resonant tunneling 
barrier. The onset at about 21 meV determines the energy level of the first resonant state 
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Fig 1. Schematic band diagram of a three terminal device with a resonant tunneling diode as a 
filter to measure the injected electron distribution. 
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Fig 2. The transfer ratio a = Ic/h versus injection energy of the three terminal device with RTD. 
For injection energies up to 130 meV the transfer ratio is multiplied by a factor of thirty. The 
resonant states of the analyzer are indicated by dashed lines. LO-phonon replicas are observed 
for all levels. 

(Ei) of the analyzer RTD. By further increasing the emitter bias, we use the constant 
energy position of the first resonant state to perform spectroscopy of the injected hot 
electron distribution. Because the resonant linewidth of the double barrier structure is 
negligible compared to the width of the injector distribution, the measured transfer ratio 
is proportional to the hot electron distribution of the injector. The observed second peak 
at about 70 meV is due to electrons that are injected at higher energy and have lost 
36 meV due to LO-phonon emission during transversing the base layer and the drift 
region. Since the k-vector in the current direction is conserved for LO-phonon scattering 
processes, these electrons are also collected efficiently at higher injection energies. The 
transfer ratio does not drop to zero in between these peaks due to the overlap of the 
injected electron distributions that traverse the drift region without scattering and those 
electrons that have lost the LO-phonon energy. Starting at about 90 meV we observe 
transport through the second resonant state (E2). This peak reproduces the shape of 
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Fig 3. The transfer ratio a = lcjh versus injection energy (« e.Ues) of a sample with a 
8.5 nm GaAs/2.5 nm AlGaAs superlattice. The calculated miniband positions are indicated by 
bars (| [). The inset shows the measurement circuit in the common-base configuration. 

the injected electron distribution for higher injection energies. At 187 meV we observe 
the third quantized level of the RTD. It should be noted that the measured onsets of the 
transfer ratio fits very well to the calculated positions of the position of the quantized 
states (is^caic = 23 meV, ü^caic = 87 meV, and i^caic = 179 meV). The calculated 
positions are indicated by dashed lines in Fig. 2. 

Since the first peak of the transfer ratio is proportional to the injected hot electron 
energy distribution we can determine the full width at half maximum to be 20 meV. The 
shape of the distribution is slightly asymmetric with its maximum at the high energy 
side with respect to the GaAs conduction band edge. We observe no significant change 
of the shape of the energy distribution with higher injection energies up 200 meV. 

The static transfer ratio a = Ic/h, of a 8.5 nm/2.5 nm GaAs/AlGaAs five period 
superlattice is plotted in Fig. 3 as a function of the injection energy. Several maxima 
and a sharp rise at 280 meV are observed. The inset in Fig. 3 shows the measurement 
circuit used for the determination of the transfer ratio. All measurements are performed 
in common base configuration at 4.2 K. No current is observed below the energy of the 
first peak. The position of the first peak coincides very well with the first miniband. 
Thus, we conclude that the first peak is due to miniband transport through the lowest 
miniband. For energies higher than the first miniband the transfer ratio drops quite 
significantly since there is no transport possible through the forbidden minigap of the 
SL. The second observed peak is shifted 36 meV to higher injection energies and is 
attributed to the first LO-phonon emission replica (fic^LO = 36 meV) of the injected 
electron distribution. The relative position in energy and width are equal to that of the 
first peak. The energy range of electrons injected at voltages corresponding to these 
second peak is in the forbidden band and no contribution is expected from electrons 
which have not lost energy due to optical phonon emission. The peak at 150 meV 
represents transport through the second SL miniband. For an analysis of the observed 
features we compare the experimental data with the theoretically calculated miniband 
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Fig 4.   Transfer ratio a versus injection energy at lower injection energies for three samples 
with different superlattices (| [ indicates the calculated miniband position, | 1 indicates 
the broadening due to the energy distribution of the injected electron beam). A double arrow 
represents the energy of a longitudinal optical phonon (HU>LO = 36 meV). 
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Fig 5. Schematic band diagram of a three terminal device with negative bias applied to the 
superlattice. The miniband positions are indicated by shaded areas. The base is grounded. 

positions. The calculated positions and widths of the first and second miniband are 
indicated by bars. The sharp rise of the transfer ratio at 280 meV is due to the transition 
to continuum. This energy, which corresponds to the conduction band offset of the 
superlattice barriers, gives us a confirmation for the AlAs mole fraction of the AlGaAs 
compound. 

In Fig. 4 we show the transfer ratio a as a function of the injection energy for 
three samples all have five periods with different well widths at low injection energies. 
There is a clear shift of the peaks to higher energies with decreasing superlattice well 
width. The calculated miniband positions are again indicated by bars as in Fig. 3. Since 
the calculated miniband width for the widest well is 3.5 meV and the observed peak 
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Fig 6. Transfer ratio a vs. injection energy at different collector base voltages. The dark bars 
indicate the calculated position of the minibands. The gray bars represents the full width at half 
maximum of the injected electron energy distribution. 

corresponding to miniband transport through the first miniband has a width of about 
24 meV, we can confirm the initial energy distribution of the injector to be about 
20 meV wide, in agreement with the results shown in Fig. 2. 

The measurements on biased superlattices are performed on a superlattice consisting 
of 5 and 10 periods of nominally 2.5 nm thick Alo.3Gao.7As barriers and 6.5 nm GaAs 
wells. For these parameters a simple Kronig-Penny calculation gives one miniband lying 
between 46 meV and 68 meV, and a second one between 182 meV and 276 meV. The 
calculated equilibrium F-point conduction energy diagram including band bending is 
shown in Fig. 5 for typical biasing conditions. 

Fig. 6 shows a set of measured transfer ratios as a function of electron injection 
energy at different collector biases. As long as the injection energy is lower than the 
first miniband no ballistic current is observed. The sharp increase of the transfer ratio 
at about 45 meV coincides with the lower edge of the first miniband. The onset of the 
transfer ratio (miniband transport) shifts with the applied collector-base bias since the 
lower edge of the first miniband shifts with the applied bias. The value of the electric 
field in the superlattice is determined from a comparison of the measured miniband 
position (using the 3 dB criterium) with the miniband position derived from a self 
consistent Schrödinger calculation of the entire structure. 

Longitudinal optical phonon replicas, shifted by 36 meV to higher injection energies, 
are observed at all biases and are used as an additional calibration for the applied bias. 
Due to these phonon replicas the transfer ratio does not vanish between the peaks since 
the full width at half maximum of the injected electron distribution (20 meV) plus the 
width of the first miniband (22 meV) is greater than the phonon energy. At zero bias 
the transmission through the superlattice should have a maximum, if we asume that the 
electronic wave functions of all superlattice states are extended over the total dimension 
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Fig 7. Measured total miniband transmission vs applied electric field. 

of the superlattice. 
The total miniband transmission, as a measure of the transmission, is defined as the 

integral over the first half of transfer ratio as a funtion of bias of the first peak. This 
represents the transport through the first miniband not taking into account electrons 
which have lost an LO phonon. Fig. 7 shows the total miniband transmission versus 
electric field for two different superlattices. It can be seen that the transmission vanishes 
for an applied electric field exceeding 4 kV/cm and 8 kV/cm. For low electric fields 
the superlattice states extend successively one after the other over the total superlattice 
dimension and become transparent which leads to an increase of current. At zero bias 
most of the superlattice states are extended, leading to a maximum of the measured 
transmission. 

If we now compare the transmission for the five and ten period superlattice as a 
function of positive and negative bias we find clear differences: while the transmission 
for the five period superlattice is symetric and independent of the bias direction the ten 
period superlattice shows a clear asymetry This asymetry we assigne to the onset of 
scattering in the ten period superlattice. This is also consisten with the asumtion that 
the mean free path is in the order of 800 nm in our samples which is just longer than 
the five period and shorter than the ten period superlattice. 

Summary 

In summary direct experimental current spectroscopy of minibands in undoped super- 
lattices is demonstrated using the technique of Hot Electron Spectroscopy. Miniband 
transport through the first and second miniband of superlattices with different well 
widths as a function of the hot electron injection energy is observed. We measured the 
injected electron distribution and are able to determine miniband widths and positions 
for flatband conditions. The obtained miniband widths and positions agree very well 
with theoretical calculations. The structure described in this paper gives the highest 
energy resolution reported so far. 

Additionally we have shown the controlled decrease of superlattice conduction in a 
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superlattice with bias using the technique of hot electron spectroscopy. The experimental 
results are in good agreement with a calculation based on a transfer matrix method. 
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Abstract. A single-photon turnstile device based on a simultaneous Coulomb blockade effect 
for electrons and holes was demonstrated in a mesoscopic double-barrier p—n junction. The 
current-voltage characteristics at 50 mK featured three plateaus at / = ef, 2ef, and 3ef, where 
/ is an external modulation frequency. The emitted photon was detected by a Si solid-state 
photomultiplier with a quantum efficiency of > 90%, multiplication gain of ~ 30, 000, response 
time of ~ 2 ns, and absolutely no excess noise. The emitted photons at the first curent plateau 
were well localized at the rising edge of the driving pulse as expected. 

1 Introduction 

Quantum interference between indistinguishable quantum particles profoundly affects 
their arrival time and counting statistics. Photons from a thermal source tend to arrive 
together (bunching) and their counting distribution is broader than the classical limit 
(super-Poissonian or super-shot noise) [1]. Electrons from a thermal source, on the other 
hand, tend to arrive separately (anti-bunching) and their counting distribution is narrower 
than the classical limit (sub-Poissonian or sub-shot noise) [2, 3, 4]. Manipulation of 
quantum statistical properties of photons with various non-classical sources is at the 
heart of quantum optics: Fermionic features such as anti-bunching, sub-Poissonian and 
squeezing (sub-shot noise) behaviors were demonstrated for photons. While only one 
electron can occupy a single state due to the Pauli exclusion principle and thus the 
electrical conductance for a ballistic single-mode channel is quantized to GQ = 2e2/h, 
no similar effect for photons exists [5, 6, 7]. Here we report the first realization of such 
a quantized photon flux, i.e., a single-photon stream with a well-regulated time interval. 

Recent mesoscopic physics experiments demonstrated that an ultra-small tunnel junc- 
tion regulates the electron transport one-by-one due to the large single-charging energy 
compared to the thermal background energy [8, 9, 10]. This stimulated an interest- 
ing question of whether such single-electron control techniques can be extended to 
single-photon manipulation. 

2 Principle of single-photon turnstile device 

A single-photon turnstile device utilizes a simultaneous Coulomb blockade effect for 
electrons and holes in a mesoscopic double barrier p-n junction [Fig. 1(a)]. The structure 
consists of an intrinsic central quantum well (QW) in the middle of a p-n junction and 
the n-type and p-type side QWs isolated by tunnel barriers from the central QW. The 
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Fig 1. The principle of a single-photon turnstile device, (a) The energy band diagrams of 
the device at two bias voltages, (b) Monte-Carlo numerical simulation results for the statisti- 
cal distribution of single-electron tunneling, single-hole tunneling, and single-photon emission, 
(c) Scanning electron microscope (SEM) photograph of typical etched post structures. 
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lateral size of the device is reduced to increase the single-charging energy e2/2Q, where 
Q (i = n or p) is the capacitance between the central QW and the side QWs. The 
n-th electron resonant tunnel condition into an electron sub-band in the central QW 
is satisfied at a certain bias voltage V0. When the n-th electron tunnels, the Coulomb 
blockade effect shifts the electron sub-band energy to off-resonance, so that the («+ 1)- 
th electron tunneling is inhibited. In our single-photon turnstile device described later, 
the number of electrons in the central quantum well switches between n — 1 and n, 
where n is approximately 10. At this bias voltage, the hole resonant tunnel condition 
is not satisfied, so there is no hole in the central QW. Then the bias is increased to 
VQ + AV to satisfy the hole resonant tunneling condition. If a single hole tunnels into 
the hole sub-band of the central QW, the subsequent hole tunneling is inhibited due 
to the Coulomb blockade effect for holes. By periodically modulating the bias voltage 
between the electron and the hole resonant tunneling conditions, we can periodically 
inject a single (n-th) electron and a single (first) hole into the central QW if the tunnel 
time is much shorter than the pulse duration. If the radiative recombination time of an 
electron-hole pair is also much shorter than the pulse duration, a single photon is always 
emitted per modulation cycle. 

A Monte-Carlo numerical simulation of the device produces the statistics of subse- 
quent photon emission events after a single photon is emitted at t = 0 [Fig. 1(b)]. 
Experimental parameters such as the electron tunnel time re = 25 ns, hole tun- 
nel time Th = 4 ns, radiative recombination lifetime rph = 30 ns, charging energy 
e2/2C„ = e2/2Cp = 1.3 meV and thermal energy ksO = 4.3 /zeV are assumed. 
It is shown that a single-photon emission event is localized to a short time interval 
immediately after a single-hole tunneling event. 

3    Experimental results 

A GaAs/AlGaAs three-QW structure sandwiched by «-type and />-type AlGaAs bulk 
layers was grown using the MBE technique. Post structures with diameters of 200 nm- 
1.0 /im were made by electron-beam lithography followed by metal evaporation, lift- 
off, and BCI3/CI2 ECR plasma etching. An SEM micrograph of typical etched posts is 
shown in Fig. 1 (c). The surface of the device was passivated with sulfur in a (NH4)2S so- 
lution and encapsulated by silicon nitride film. Finally, the structure was planarized with 
hard-baked photoresist and bonding pads were evaporated. The top semi-transparent 
metal served as the p-type contact from which an emitted photon is detected and the 
n-type contact was formed in the substrate. 

The device was installed in a dilution refrigerator with a base temperature of 50 mK 
and was biased with a dc and ac voltage source. We applied a square wave ac voltage at 
a modulation frequency of 10 MHz and a modulation amplitude of 40 mV on top of the 
dc bias voltage and measured the current flowing through the device as a function of the 
bias voltage. A typical experimental result for a device with post diameter of 600 nm is 
shown in Fig. 2(a). The inset shows the current in a larger voltage scale. We observed a 
well-defined resonant tunneling current peak with very small background current even 
though the junction is so small, which indicates that a surface (leakage) current is 
well suppressed by the above-mentioned passivation process. Direct measurement of 
emitted photons from this device indicates that this resonant tunneling current produces 
photons with a very high internal quantum efficiency and, therefore, the non-radiative 
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Fig 2. The current-voltage characteristics of the turnstile device, (a) Current vs. voltage charac- 
teristics of a 600 nm device, (b) Monte Carlo simulation result of current-voltage characteristics 
of the device. 

recombination at the surface is negligible in our device. The tunnel current featured three 
plateaus near 1.4 pA, 3.1 pA, and 4.6 pA. These values correspond to / = r\„nef, where 
e = 1.6xl0-19 C is the electron charge, / = 10 MHz is the modulation frequency, 
n = 1, 2, 3, and r\n is the fidelity of the turnstile operation. The locking of the current 
at multiples of IQ = ef suggests that the charge transfer through the device is strongly 
correlated with the external driving signal [8, 9, 10]. A slightly smaller current compared 
to the expected values / = nef is due to a finite missing rate of the n-th electron 
tunneling and the reverse tunneling rate of a hole. This is characterized by fidelity r\„, 
which is a measure of the accuracy of the turnstile operation. In our measurements, 
r\\ = 81%, 772 = 95%, and 773 = 96%. Figure 2(b) shows the Monte-Carlo simulation 
result for the actual device parameters, which reproduces the measurement result well. 
At the first plateau, the single (n-th) electron and the single (first) hole are injected into 
the central QW per driving pulse, resulting in single-photon emission. At the second 
plateau (n = 2), two [n-th and (n+ l)-th] electrons and two (first and second) holes are 
injected into the central QW per modulation cycle, resulting in two-photon emission. At 
the third plateau (n = 3), three electrons and three holes are injected per modulation 
cycle, resulting in three-photon emission. A non-unity fidelity r\n is also evident from 
the numerical simulation. 

The emitted photon from this device is detected by a Si solid-state photomultiplier 
(SSPM). This detector features a high quantum efficiency of ~ 80%, high multiplication 
gain of ~ 30, 000, fast response time of ~ 2 nsec and absolutely no multiplication noise 
[11]. The detector was installed on the mixing chamber of the dilution refrigerator, 
but the temperature was held at 5.30 K with good thermal isolation. To observe the 
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Fig 3. The photon emission characteristics of the turnstile device, (a) Histogram of the time 
interval between the rising edge of the driving ac modulation and the photon detection event 
on the first plateau, where a single electron and a single hole are injected per modulation cycle, 
(b) Monte-Carlo simulation result of the time interval for the first plateau. 

correlation between the driving signal and photon emission, we measured the time 
interval between the rising edge of the driving pulse and the photon detection event at 
the first (/ = ef) plateau of the current-voltage characteristics. As mentioned before, 
photons are expected to be emitted soon after the junction voltage is switched to the 
hole resonant tunneling condition. The histograms of the measured time interval are 
shown in Fig. 3(a) (first plateau). The data shows that the emitted photons follow the 
rising edge of the driving pulse, as expected. Two time constants can be identified 
from this data: The rapid increase of the histogram gives the finite hole tunneling time 
(jh ^ 4 ns), and the slow decay of the histogram gives the radiative recombination 
lifetime (rph ^ 30 ns). The sharp cut-off of photon emission following the falling 
edge of the driving pulse in Fig. 3(a) is due to reverse hole tunneling and reduces 
the fidelity of turnstile operation. The experimental result, except for a small dark 
count (background), is well reproduced by the Monte-Carlo simulation using the same 
numerical parameters, as shown in Fig. 3(b). 

4    Conclusion 

The result reported here is the first generation of a heralded single photon, two photons, 
and three photons with a well-regulated time interval. Such a nonclassical photon source 
can provide an efficient source for future quantum information technology and a useful 
tool for fundamental tests of quantum mechanics. 
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Abstract. We discuss the properties of the two dimensional (2D) electron gas at AlGaN/GaN 
heterointerface. The density of the 2D gas is affected by piezoelectric effects and by doping 
levels in both AlGaN and GaN layers. The record values of the sheet carrier density have 
been achieved with sheet electron densities of the two-dimensional electron gas on the order of 
1.5 x 1013cm"2 and the sheet carrier concentration in the surface heterostructure channel as 
high as 4 x 1013 cm"2. At high electron concentration, electrons are divided between the 2D and 
3D states, and this division affects the electron mobility in the channel. Optical polar scattering, 
impurity scattering, and piezoelectric scattering limit the mobility. The largest electron mobility 
was observed in AlGaN/GaN heterostructures grown on SiC. At room temperature, the mobility 
is over 2,000 cm2/V-s; at cryogenic temperatures, the highest mobility is over 10,000 cm2/V-s. 
These values are high enough for the observation of the Quantum Hall Effect. Multichannel 2D 
electron structures are being developed that will allow us to achieve a much higher current density 
and much higher power. 

1    Introduction 

The first evidence of the existence of the two-dimensional electron gas at the GaN/AlGaN 
heterointerface was provided by a large mobility enhancement at the heterointerface. In 
1995, Khan et al. [1] observed a large mobility enhancement in the 2D-electron gas 
at the AlGaN/GaN interface. They measured the 2D electron gas Hall mobility around 
5,000 cm2/V-s at 80 K, compared to the maximum electron mobility of approximately 
1,200 cm2/V-s in their bulk doped GaN samples. Recently, Gaska et al. [2] reported on 
the electron mobility in the 2D-gas electron gas at the GaN/AlGaN interface exceed- 
ing 10,000 cm2/V-s at cryogenic temperatures and exceeding 2000 cm2/V-s at room 
temperature. These values were observed in the samples with very high sheet carrier 
concentration (on the order of 1013 cm"2). 

Our estimates show that the maximum density of the two-dimensional electron gas 
at the GaN/AlGaN heterointerface or in GaN/AlGaN quantum well structures can reach 
5 x 1013 cm"2, which is more than an order of magnitude higher than for traditional 
GaAs/AlGaAs heterostructures. The mobility-sheet carrier concentration product for 
these two dimensional systems might also exceed that for GaAs/AlGaAs heterostruc- 
tures and can be further enhanced by doping the conducting channels and by using 
"piezoelectric" doping [3, 4], which takes advantage of high piezoelectric constants of 
GaN and related materials. 

The University of California, Santa Barbara group [5] reported record-breaking mi- 
crowave power close to 3 W/mm achieved in GaN-based Heterostructure Field Effect 
Transistors. Their results (and similar, though not as spectacular results achieved by 
other groups [6]) show that these devices will compete with GaAs-based transistors in 
high power, high frequency applications. 
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In this paper, we review our recent results obtained for AlGaN/GaN heterostructures. 
We discuss the properties of the 2D-electron gas at AlGaN/GaN heterointerface with 
emphasis on the differences between these structures and their GaAs counterparts. 

2    Band structure 

Fig. 1 (from [7]) shows a typical band diagram of an AlGaN/GaN heterostructure. 
Notice the difference in the electric field slopes in GaN and AlGaN at the heterointerface. 
This difference is related to piezoelectric effect, and this band diagram is very different 
from a band diagram for a typical AlGaAs/GaAs heterostructure. 

^d = 0 

Distance (nm) 

Fig 1. Band diagrams of the GaN heterostructures for doped and undoped GaN layers. The short 
horizontal lines show the position of the Fermi level (top line) and of the lowest subband (bottom 
line). Al mole fraction is x = 0.2. Schottky barrier height is 1 eV. Conduction band discontinuity, 
AEC = 0.75A£g. AlGaN doping, 5 x 1018 cm"3. 2D gas density is 5 x 1012 cm"2. T = 300. 
The electron effective mass is 0.23wo. The piezoelectric constants are en = — 0.58C/m2, 
e33 = 1.55 C/m2; en = —0.36C/m2, e33 = 1 C/m2, for A1N and GaN, respectively. Material 
parameters of AlGaN were determined by taking a linear interpolation between GaN and A1N 
parameters as functions of the Al molar fraction. (From [7].) 

Fig. 2 shows the position of the Fermi level, E?, (counted from the bottom of the con- 
duction band in GaN at the heterointerface) as a function of the sheet electron density, 
ns [7]. Also shown the Al molar fraction, which corresponds to the value of the con- 
duction band discontinuity at the heterointerface. The effective mass of 0.24me (where 
me is the free electron mass) was assumed in this calculation. The first seven subbands 
were accounted for. For ns higher than 1.5 x 10 12 cm 2, the following approximation: 

EF=EQ + ns/D (1) 

is in good agreement with the computed dependence. 
Fig. 2 shows that the values of ns close to 2 x 1013 cm"2 can be achieved for relatively 

low Al molar fractions. Such high concentrations are not achievable in AlGaAs/GaAs or 
even in AlInAs/InGaAs, which has a larger conduction band discontinuity than AlGaAs. 
Much higher values of ns in the AlGaN/GaN heterostructures can be achieved by doping 
the active layer so the total surface electron concentration in the channel 

N Nid (2) 

This increase is related to the change in the band diagram caused by the channel 
doping illustrated by Fig. 1. As seen from Fig. 1, in the doped quantum well structures, 
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Fig 2. Fermi level (solid line) and the positions of the ground and first excited subbands for 
GaN/AlGaN heterostructure counted from the bottom of the conduction band in GaN at the 
heterointerface. The insert shows the position of the Fermi level at small values of ns. Also 
shown the Al molar fraction, with corresponds to the value the conduction band discontinuity 
equal to the energy scale on the left [7]. 

electrons can go into bulk states, whose density is large enough to contain a very large 
electron sheet density. 

Another important approach in increasing the electron sheet concentration, which is 
important for applications in power devices, is to use multichannel structures that have 
several parallel 2D-electron gas layers. Gaska et al. [8] report on the fabrication, char- 
acterization, and modeling of a double channel AlxGai_xN/GaN Heterostructure Field 
Effect Transistors. The epilayer structure was grown by low pressure Metal Organic 
Vapor Pressure Epitaxy on sapphire substrates. In these structures, a 50 nm A1N layer 
growth on sapphire was followed by the deposition of a 0.8 /im nominally undoped 
GaN layer, 25 nm of Alo.25Gao.75N, a second 0.1 /im nominally undoped GaN layer, 
and finally capped with 30 nm Alo.25Gao.75N barrier layer (see Fig. 3). Both AlGaN 
barrier layers were unintentionally doped with electron concentration of approximately 
n = 1018 cm"3. Devices with the source-drain spacing of 5 /im, the gate length of 2 /im 
and the gate width of 50 /im were fabricated. Ti/Al/Ti/Au of thickness 250/700/500/1000 
angstroms was annealed at 900° C for 30 sec to make ohmic contacts; Pt/Au was used 
for the offset gate fabrication. The maximum source-drain current at zero gate bias was 
0.5 A/mm, the maximum transconductance gm = 140 mS/mm was measured at the 
gate bias of -1.5 V. The threshold voltage of these devices was —4.5 V. 

Fig. 4 shows a qualitative band diagram of such a structure. The 25 nm AlGaN layer 
sandwiched between two GaN layers formed a Semiconductor-Insulator-Semiconductor 
structure. As was shown in [3, 9], strong piezoelectric effects cause the depletion at 
the top interface of this structure and accumulation at the bottom interface. This accu- 
mulation layer creates the second conducting channel in our devices. This conducting 
channel is separated from the ohmic source and drain contacts by the depleted region in 
GaN and by the thin AlGaN layer. Hence, this bottom conducting has very large series 
resistances at low drain biases. At high drain biases, the electron injection drastically 
decreases the series resistances for the bottom channel, and it starts contributing to the 
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Fig 4. Qualitative band diagarm of two channel AlGaN/GaN heterostructure. 

overall drain current. This contribution is responsible for a characteristic kink in the 
output characteristics at high drain biases. 

Gaska et al. [8] also developed an analytical device model for a double channel HFET 
based on the Unified Charge Control Model. The model describes both subthreshold and 
above threshold regimes of operation and accounts for the drain-bias dependent series 
resistances for the bottom channel and accurately reproduces the measured current- 
voltage characteristics. The modeling results showed that such improved multichannel 
AlGaN-GaN heterostructures will be very promising for applications in power GaN- 
based HFETs. 

The band diagrams shown above assume an abrupt AlGaN/GaN heterointerface. 
However, recent experimental and theoretical studies of the capacitance-voltage (C-V) 
characteristics and of the Hall mobility of the 2D-electron gas for strained Alo.25Gao.75N- 
GaN heterostructures showed that the heterointerface might be graded. The heterostruc- 
tures studied in [10] were grown on sapphire with the AlGaN barrier layer thickness 
varying from 10 nm to 100 nm. The measured C-V characteristics provided the strong 
experimental evidence that the piezoelectric effect causes an increase in the sheet elec- 
tron concentration in heterostructures with Alo.25Gao.75N thickness up to 60 nm. 

The strain-induced electric field changes the charge distribution in the heterostruc- 
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Fig 5. Hall 2D-electron gas mobility in bulk GaN and nominally undoped (ns = 3 x 1012 cm 
and doped (ns = 1013cm~3) AlGaN/GaN heterostructures versus temperature [13]. 

tures. This, in turn, caused the shift of the C-V characteristics with respect to their 
unstrained positions while preserving their general shape. The magnitude of the shift 
depends on the strain and the strained layer thickness. The magnitude of strain was 
extracted from the comparison between the calculated and measured C-V characteris- 
tics. The results showed that relaxation increased gradually with the AlGaN thickness. 
The structure with a 100-nm thick barrier layer was fully relaxed. The conventional 
theory of strain relaxation for abrupt interfaces yields the critical thickness of unrelaxed 
Alo.25Gao.75N barrier at least 1.5 times smaller than the value extracted from these C-V 
measurements. In Reference [10], this difference was attributed to a gradual change in 
the Al mole fraction near the AlGaN-GaN heterointerface over approximately 5-6 nm. 

3   Transport properties 

A high electron sheet density in AlGaN/GaN heterostructures is very effective in screen- 
ing the impurity scattering [11]. Recent measurements of the Quantum Hall and 
Shubnikov-de-Haas effect on similar AlGaN-GaN modulation doped structures with 
Si-doped channels clearly showed the existence of the two-dimensional (2D) electron 
gas in these structures with parallel conduction path provided by three-dimensional 
electrons [12]. The Hall mobility measurements and theoretical calculations reported 
in [11] showed that the 2D-electron gas mobility in doped channel structures at room 
temperature is nearly the same as in undoped structures. This is confirmed by our more 
detailed measurements shown in Fig. 5 [13]. 

Recent measurements of the Hall mobility and Quantum Hall Effect in the Al- 
GaN/GaN HFETs grown on SiC substrates showed the electron mobility in these struc- 
tures in considerably large than in similar structure grown on sapphire substrates, es- 
pecially at cryogenic temperatures [2, 12]. This can be explained by a better material 
quality of GaN grown on SiC substrates because of much smaller lattice mismatch 
between AlGaN and SiC. A better material quality may manifest itself in a smaller 
dislocation density and/or in a less pronounced columnar structure. The dislocation 
density in GaN grown on sapphire is quite high (in the range 108-1010cm~2 [14].) 
This material also has a pronounced columnar structure (called ordered polycrystalline 
microstructure [12].) The mobility limited by the dislocations is roughly proportional to 
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temperature [13]. The polycrystalline structure leads to the observation of the "mobility 
edge" [15] and may result in the exponential temperature dependence of the mobil- 
ity with a very small, concentration-dependent activation energy [16]. Both scattering 
mechanisms related to the material imperfections should be much more pronounced at 
cryogenic temperatures. Hence, the data reported in [2] point out to a better material 
quality of GaN grown on SiC substrates. 

Further studies [17] showed that at high electron densities, electrons occupy three- 
dimensional states in the doped channel near the GaN-AlGaN heterointerface, even at 
moderate doping levels, on the order of 1017 cm"3. This model explains the observed 
decrease of room temperature electron Hall mobility with the channel doping. The 
mobility in Alo.2Gao.8N-GaN heterostructures grown on sapphire and conducting 6H- 
SiC substrates decreases from 1,200 cm2/Vs (on sapphire) and 2,000 cm2/Vs (on 6H- 
SiC) at electron sheet density ns = 1013 cm"2, to approximately 700-800 cm2/Vs at 
«s > 3 x 1013 cm"2 for both types of the substrates. The model also explains a non- 
monotonous electron mobility dependence on the gate bias in the "gated" Hall slab 
at temperature T = 4.2 K. The measured Hall mobility at 4.2 K first increases with 
the gate bias (from approximately 7,000 cm2/V-s at Vg = -4 V up to the record 
value of 11,000 cm2/V-s at Vg = -0.5 V). With a further increase in Vg, the mobility 
decreases down to 9,500 cm2/V-s at Vg = 1.5 V). With an increase in the gate bias from 
-4 V to 1.5 V, the sheet electron carrier concentration increases from approximately 
3.5 x 1012cm"2 to 1.1 x 1013cm"3. At the gate bias -0.5 V, which corresponds to 
the maximum Hall mobility, the electron sheet concentration is 8 x 1012cm"2 and is 
close to the maximum value of ns estimated for the 2D channel near Alo.2Gao.8N-GaN 
heterointerface. 

These results are important for choosing the optimum doping in AlGaN-GaN Doped 
Channel Heterostructure FETs, which should be dependent on the gate length. 
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